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What is Cyber Terrorism: Discussion of Definition and Taxonomy 
Jordan J. Plotnek, Jill Slay 

 
Abstract— This paper reviews the use of the term ‘cyber terrorism’ 

and proposes a new universally-applicable taxonomy and definition. 
The proposed new definition is derived from detailed analyses of 
existing definitions in the publicly available literature, which includes 
all of the key commonalities identified in accordance with the newly 
proposed taxonomy and allows for more specific subsets of cyber 
terrorism to be defined in future research. 

Index Terms—Cybersecurity, cyber terrorism, definition, 
taxonomy, terrorism. 

 
I. INTRODUCTION 

Cyber Terrorism is a relatively young field and hence there is a 
notable shortage of reputable literature to inform policy, guide 
public discussion, and drive decision-making. One fundamental 
issue that remains unsolved and is delaying all other developments 
in this area is the question of definition – what is cyber terrorism? 
A number of definitions have been proposed since the mid-eighties, 
however none of these definitions have proved sufficient for 
universal adoption. The goal of this paper is to analyse the major 
definitional contributions over time in order to propose a unified 
definition, grounded in existing literature and current usage. 

II. TAXONOMY AND DEFINITION 

In order to make sense of the various aspects of cyberterrorism 
that have emerged in this growing field, [1] made a first attempt to 
define a cyber terrorism taxonomy using five key components: 
Target, Motive, Means, Effect, and Intention. The taxonomy 
proposed by [1] captures most of the attributes found throughout 
the existing cyber terrorism definitions, however after applying it 
to the analysis of previously proposed definitions it was found to 
be lacking one key component. In addition to the already specified 
components of the taxonomy at [1], existing cyber terrorism 
definitions were found to also differ with respect to who constitutes 
a cyber terrorist (e.g. non-state actors, terrorist groups, nation 
states, undefined, etc.). Therefore a revised taxonomy is proposed 
in Figure 1, which includes the aforementioned five components 
from [1] but with an additional component, Actor. 
There is no universally accepted definition of cyber terrorism. The 
term cyber terrorism was first coined in the mid- eighties by Barry 
C. Collin, a senior person research fellow of the Institute for 
Security and Intelligence in California [2]. Collin had, at that time, 
defined cyber terrorism simply as “the convergence of cybernetics 
and terrorism”. Due to this definition’s over-simplicity and 
resulting lack of specificity, a myriad of other attempts at defining 
cyber terrorism have since emerged in the literature. The confusion 
surrounding cyber terrorism is even moreso apparent in public 
discourse and media usage; as examined in depth in [3], where the 
authors analysed 535 articles across 31 media outlets that used the 
term cyber terrorism between 2008 and 2013. 

 
 
 

Figure 1: New cyber terrorism taxonomy, revised from [1] 

 
A large proportion of the definitions available in the literature 

have arisen out of the need for jurisdiction-specific legal 
terminology to aid with deterrence and prosecution of would-be 
cyber-terrorists [4], and therefore are not broad enough to apply on 
a global scale. Another driving factor that complicates the ability 
for a unified definition includes the ongoing evolution and widely 
acknowledged inconsistency of the use of the parent term, 
“terrorism”. Additionally, definitions for cyber terrorism are even 
further complicated by the fact that they must be specific enough 
to be understood distinctly from other types of cyberattack, such as 
cyber warfare and hacktivism [5]. 

III. DEFINITION ANALYSIS 
Given the ongoing debate surrounding the scope and nature of 

cyber terrorism, this term can become confusing to use as a 
benchmark for which to legislate and protect against. As such, it is 
beneficial to define “cyber terrorism” in a broad manner that 
includes all the key features witnessed in existing literature, and 
then from this define specific subsets as distinct aspects of the 
broader definition that are purpose-specific (e.g. “cyber-physical 
terrorism” for critical infrastructure protection). 

In order to do this effectively, the key features of cyber terrorism, 
as defined in the literature, must first be identified; noting that more 
recent literature emphasises aspects relating to threat intent [6], [7]. 
Figure 2 displays the common requisite features of cyber terrorism 
as found in the literature. Additional guidance can also be sought 
from [8], where the authors had surveyed 115 researchers and 
policymakers on what they deem to be important elements of 
cyberterrorism. 
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Figure 2: Features inherent to cyber terrorism, as defined in 

current literature, grouped according to the taxonomy at Figure 1. 
An ’x’ is used to denote the number of occurrences where the 

term appeared more than once. 
 

The first of the six cyber terrorism features at Figure 1, ‘Actor’, 
describes the requisite traits of the so-called cyber terrorist. Within 
this category there are six unique attributes that emerge in the 
literature; non-state, clandestine agent, premeditation, subnational 
group, private individuals, and terrorist, as shown in Figure 2. 
These can be grouped into four distinct attributes that describe a 
cyber terrorist actor, which in order of frequency are: non-state, 
premeditated, terrorist, and clandestine. Of these four categories, 
non-state and premeditated were far more prescribed than being a 
terrorist (by the traditional definition) or clandestine. It is also 
worth noting that the ‘clandestine’ label, although seemingly broad 
enough to include state actors, actually appeared within a definition 
limited to subnational groups as a concurrent prerequisite for cyber 
terrorists [9]. As such, amongst the authors that included a 
description of the actor within their proposed cyber terrorism 
definitions, there appears to be general agreement that a cyber 
terrorist is a non-state actor that plans out their attacks as opposed 
to acting out of spontaneity. 
The second feature in the cyber terrorism taxonomy at Figure 1 is 
‘Motive’, which is concerned with the motivating factors behind a 
cyber terrorism plot. Figure 2 highlights six different motives 
identified within the surveyed literature; religious, social, 
ideological, racial, economic, and political. These six descriptions 
can be simplified into three common categories, which in order of 
frequency are: ideological (including religious, political, 
ideological), social (including racial and social), and economic. 
There was found to be a clear preference in the literature towards 
defining ideological and social motives as being primary drivers 
behind cyber terrorism. This is also consistent with the findings at 
[8]. 

‘Intent’ is the third component of the updated cyber terrorism 
taxonomy at Figure 1 and describes a cyber terrorist’s intended 
goals. Figure 2 shows that nine different phrases emerged from the 
literature regarding the current academic understanding of a cyber 
terrorist’s intent. These nine phrases have been condensed into five 

general objectives; coerce, induce fear, interfere, effect change, and 
further objectives. There were 21 overall prescriptions of intent for 
an act or threat thereof to be classified as cyber terrorism, with a 
strong leaning towards coercion being the primary intention (67% 
of prescribed intent characteristics relate to coercion and inducing 
fear). 

The final three components of the cyber terrorism taxonomy 
were found to have the most definitional diversity. Starting with 
‘Means’, 17 differing descriptions were identified, with nine 
overall concepts emerging; attack or threat of attack, computer, 
cyberspace, network, illegal, cyberwarfare, unauthorised, 
borderless, psychological operations. It is interesting to note that 
an actual attack or a threat of attack was only required ten times in 
the surveyed definitions, with a number of these instances 
occurring within the same statement (e.g. [10]). Also worth noting 
is that cyberspace, computer, and network were only mentioned 19 
times, also with some of these occurring within the same definition. 
The final two categories, cyberwarfare and psychological 
operations, are quite peculiar as they are generally ascribed to state- 
sponsored military operations. The term ‘cyberwarfare’, in 
particular, is an entirely separate category of cyber operations and 
cyberattack that has its own ongoing definitional battles. In fact, a 
significant proportion of the surveyed literature went to great 
efforts to distinguish cyber terrorism from other types of cyber 
operations such as cyberwarfare (see [5], for example). 
Psychological operations is less contradictory as it can, and most 
likely would, occur alongside a cyber terrorism plot; however 
much like with cyberwarfare, the term carries its own weight and 
distinct definitions and debates, and so is problematic for inclusion 
in the definition of cyber terrorism. 
‘Effect’ was attributed 23 different statements in Figure 2, each 
with varying levels specificity and severity. These have been 
grouped under seven categories; violence, service disruption, 
psychosocial impact, physical damage, economic damage, data 
breach, and ecological damage. By far the four most agreed-on 
effects of cyber terrorism are violence, service disruption, physical 
damage, and psychosocial impact; each of which emerged at 
significantly higher rates than the three least common. Violence is 
a standout attribute, with 19 separate definitions using this as a 
requisite effect of cyber terrorism. Of the three least common 
effects cited in the surveyed definitions, ecological and economic 
damage appeared as potential, but not necessary, effects of 
cyberterrorism, whilst data breach (i.e. unauthorised access to 
information) was used in a way that is inconsistent with the rest of 
the literature and conflicts with the required intentions described 
earlier. The key theme amongst the defined effects seems to be an 
impact or effect that occurs outside of cyberspace, whether that be 
psychological, social, political, physical, economic, or ecological. 
The final attribute in the cyber terrorism taxonomy is ‘Target’. 
Figure 2 shows the 22 different descriptions of what constitutes a 
cyber terrorist’s target according to the currently available 
literature. From these descriptions seven categories were 
established (civilians, ICT, physical infrastructure, government 
establishments, data, non-government establishments, and 
software), three of which are digital in nature, one which is 
physical, and three that are human-oriented. The number one most 
commonly cited target throughout the surveyed definitions was 
‘civilians’ (i.e. general public, population, non-combatants, 
civilians, persons, and society), which together appeared 16 times. 
The  three  technologically-oriented  targets  (data,  software,  and 
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ICT) don’t provide much value in the way of understanding exactly 
what is being targeted as they could describe almost any 
technology these days; not to mention that they also don’t fall 
firmly within the restriction of generating effects outside of 
cyberspace as concluded earlier. Finally, both government and 
non-government establishments were defined as targets 13 times in 
total. Each of these targets have obvious links with the intent of the 
cyber terrorist; for example, if fear is the desired outcome then a 
civilian target might make sense, however if the intent is disruption 
then perhaps a technological or organisational target would be 
selected. In combination with the other factors, each of these targets 
would result in slightly differing campaigns, whilst still remaining 
identifiable as cyber terrorism. From this analysis it can be seen that 
the scope of what might constitute the target of cyber terrorism is 
largely variable, entirely dependent on the cyber terrorist’s intent. 
This not only confirms the need for more specific sub-definitions of 
cyber terrorism (such as cyber-physical terrorism), but also 
demonstrates the need for generality in the attribution of a target to 
the broader definition of cyber terrorism itself. 

 

IV. NEW DEFINITION: DISCUSSION AND CONCLUSION 

All up, Figure 3 demonstrates that ‘Effect’ and ‘Target’ are by 
far the most prescribed elements throughout the literature, having 
been defined 61 and 56 times respectively. By contrast, the ‘Actor’ 
element carries far less importance in the surveyed definitions, 
having only been described as a requisite feature ten times 
throughout the literature, with all other definitions leaving the type 
of perpetrator open to any actor (e.g. state actors). 

 

Figure 3: Summary of attributes ascribed to each element of the 
cyber terrorism taxonomy at Figure 1 throughout existing cyber 

terrorism definitions 
 

This result could be due to a few different reasons. The first and 
perhaps most obvious one is that a single actor can cause multiple 
different effects on numerous targets, and hence more target/effect 
attributes might be able to be described than the qualities inherent 
to a cyber terrorist actor. Another reason for this disparity could be 
that certain aspects of the taxonomy, such as intent, might be better 
understood (stemming from pre-existing research into traditional 
terrorism, for example) and hence can be described more 
efficiently than other aspects. Finally, such a disparity could indeed 
indicate the comparative definitional importance between each 
element of the taxonomy (e.g. target and effect may be more 
important elements of cyber terrorism than actor or intent). 
Acknowledging that the answer is likely a combination of these 
speculations, it provides the most utility to treat each element of 
the taxonomy in its own right and avoid diminishing attention to 
any particular aspect. This is reinforced by the observation that 

‘Means’ is only seen to make up 17% of the weight in Figure 3 
despite the fact that this element is inherent to the term cyber 
terrorism. 
In light of the findings detailed throughout this section it is now 
possible to construct a new universally applicable definition of 
cyber terrorism that acknowledges the major contributions to the 
subject up until now. In order to do this the important attributes 
ascribed to each element of the taxonomy must first be 
summarised, the results of which are listed below: 
• Actor: premeditated, non-state 
• Motive: ideological, social 
• Intent: induce fear, coerce 
• Means: attack or threat of attack, originates in cyberspace 
• Effect: a consequence that occurs outside of cyberspace (e.g. 

psychological, social, political, physical, economic, ecological) 
• Target: civilian, government, non-government. 
Having identified the critical attributes arising from existing 
definitions in the literature, aligned to the newly proposed cyber 
terrorism taxonomy, a new definition may now be proposed as 
such: 
“Cyber terrorism is the premeditated attack or threat thereof by 
non-state actors with the intent to use cyberspace to cause real- 
world consequences in order to induce fear or coerce civilian, 
government, or non- government targets in pursuit of social or 
ideological objectives. Real-world consequences include physical, 
psychosocial, political, economic, ecological, or otherwise that 
occur outside of cyberspace.” 
From this broad universally-applicable definition, further research 
can work to define specific subsets for particular usage, such as 
‘cyber-physical terrorism’ for critical infrastructure protection. 
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Abstract. Supervisory Control And Data Acquisition (SCADA) systems have become a core part of 
controlling and monitoring critical infrastructures such as energy grids, power plants, and water 
distribution systems. In recent years, such systems have become highly vulnerable to cyber-attacks. 
Hence, to counter such attacks, the design of efficient, unsupervised anomaly detection solutions has 
become an important topic of interest relating to the development of SCADA-specific Intrusion Detection 
Systems (IDSs). This paper discusses a proposed unsupervised anomaly-based IDS solution for SCADA 
that is data-driven and does not require prior knowledge of the physical behaviour of the systems. 
Moreover, the proposed solution is based on two novel ideas: an automatic identification of consistent and 
inconsistent states of SCADA data for any given system, and an automatic extraction of proximity 
detection rules from identified states. This is based on a data-driven clustering technique of process 
parameters, which automatically identifies the normal and critical states of a given system. The proposed 
solution works in an unsupervised mode where labeled training data is not required, and it does not require 
the involvement of an expert to extract detection rules. This will help to reduce time-expensive processing 
and eliminate human errors.  
 
Keywords: Supervisory Control and Data Acquisition, SCADA, Intrusion Detection System, anomaly detection. 

Introduction 

Supervisory Control and Data Acquisition (SCADA) systems have been introduced to control and monitor 
critical infrastructures and industrial processes such as power generation and water distribution (Boyer 
2009). However, any disruption to SCADA systems can result in catastrophic consequences such as 
financial losses and serious impact on public safety and the environment. The attack on a sewage treatment 
system in Maroochy Shire, Queensland, is an obvious example of the seriousness of cyber-attacks on 
critical infrastructures (Slay & Miller 2007). Moreover, Stuxnet (Falliere et al. 2011), Duqu (Bencsáth et 
al., 2012) and Flame (Munro, 2012) are some cyber-attacks that were initiated from inside the automation 
system itself. Therefore, it is vital that these systems be secured and protected. The potential threats to 
SCADA systems and the need to reduce risk and mitigate vulnerabilities has recently emerged as an 
interesting research topic in the security area. Several security measures such as firewalls, encryption and 
intrusion detection have been extensively used in traditional IT. However, these measures cannot be 
applied directly to SCADA systems without considering their different nature and characteristics. 
Moreover, none of these security measures can completely protect a system from potential threats. 
However, a full complement of these measures can create a robust security system. 

An Intrusion Detection System (IDS) is one of the security solutions that has demonstrated promising 
results in detecting malicious activities in traditional IT systems, and therefore it has been adapted in 
SCADA systems (Fovino et al. 2010). The differences between the nature and characteristics of traditional 
IT and SCADA systems (e.g. real-time processing, high availability of data and processes) have motivated 
security researchers to develop SCADA-specific IDSs. IDSs are categorised according to two approaches: 
signature-based detection and anomaly detection. The former can detect only known attacks because it 
monitors the system against specific patterns of attacks (Yang et al. 2013). On the other hand, the latter 
attempts to learn the normal behaviour of the systems, and any deviation from this behaviour is assumed 
to be a malicious activity (Linda et al. 2009). Both approaches have advantages and disadvantages. The 
former achieves good accuracy but fails to detect attacks that are new or the patterns of which are not 
learned. Although the latter can detect novel attacks, the overall detection accuracy of this approach is 
low. In addition, there are two types of anomaly detection techniques: supervised, semi-supervised and 
unsupervised modes. In the supervised mode, training data are labelled, while in the semi-supervised it is 
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assumed that the training data set represents only one behaviour, either normal or abnormal. In the 
unsupervised mode, data are not labelled (Bhuyan et al. 2014).  

The monitoring of the behaviour of SCADA systems through the evolution of SCADA data has attracted 
the attention of researchers (Jin et al., 2006; Rrushi 2009; Zaher et al. 2009; Gao et al. 2010; Marton et al. 
2013; Alcaraz & Lopez 2014). (Jin et al., 2006) extended the set of invariant models with a value range 
model to detect any inconsistent value for a particular data point. Similarly, (Alcaraz & Lopez 2014) 
monitor each data point (sensory node) individually using predefined thresholds (e.g., min, max), and any 
reading that is not inside a prescribed threshold is considered as an anomaly. These approaches are 
effective for monitoring one single data point. However, although the value of an individual data point 
may not be abnormal, in combination with other data points, it may produce an abnormal observation, 
which very rarely occurs. To address the aforementioned issues, some studies have been proposed to 
design SCADA anomaly detection solutions that learn the behaviour of SCADA systems through the 
evolution of SCADA data instead of using predefined thresholds (Rrushi 2009; Zaher et al. 2009; Carcano 
et al., 2011; Gao et al. 2010; Marton et al. 2013). Such studies however can operate in only two learning 
modes: supervised and semi-supervised. There are several issues pertaining to these modes. The system 
has to operate for a long time under normal conditions in order to obtain purely normal data that 
comprehensively represent normal behaviours. However, there is no guarantee that any anomalous activity 
will occur during the data collection period. Nonetheless, it is difficult to obtain a training data set that 
covers all possible anomalous behaviours that could occur in the future. Thus, the unsupervised mode may 
be an appropriate solution to address the aforementioned issues, where the anomaly detection models can 
be learned from unlabelled data without prior knowledge about normal and abnormal behaviours. 

This paper discusses an unsupervised SCADA-specific IDS solution, which consists of two novel 
techniques. The first one is used to identify consistent and inconsistent states from unlabelled data. This 
is performed by giving an inconsistency score to each observation using the density factor for the k-nearest 
neighbours of the observation. An optimal inconsistency threshold is later computed to separate 
inconsistent from consistent observations. The second technique is based on a clustering-based proximity 
model, a fixed-width technique is used to extract proximity-detection rules that forms a small and most-
representative data set for both inconsistent and consistent behaviours in the training data set. This is due 
to the fact that it is impractical to design SCADA-specific IDS detection solutions that retain all the 
training data since a large memory space is required and high computational costs are incurred when 
operating such solutions in the detection phase. The proposed solution uses a data-driven approach that 
does not require prior knowledge of the physical behaviour of the systems. This paper is organised as 
follows. It starts with an overview of SCADA-specific IDSs and discusses related works. Then, it 
describes the proposed solution. Finally, it summarises the main issues discussed in this paper.  
 
The Proposed IDS-based SCADA Solution 

This section discusses the proposed unsupervised anomaly-based intrusion detection solution, generating 
from unlabeled SCADA data, proximity anomaly detection rules based on the clustering technique. The 
solution is intended to monitor the inconsistent data behaviour of SCADA data points. It efficiently 
separates inconsistent from consistent observations in the learning dataset for multivariate data points; 
moreover, the proximity detection rules for each behaviour, whether consistent or inconsistent, are 
automatically extracted. In addition, the solution works in an unsupervised mode where “labeled" training 
data are not required; therefore, it does not require the involvement of an expert to extract detection rules. 
This will help to reduce time-expensive processing and eliminate human errors. Figure 1 shows the 
different steps of the proposed solution. First, the solution separates the inconsistent observations from 
the consistent ones in the unlabelled training data set, and an appropriate threshold is established to 
determine whether the observation is consistent or inconsistent. The fixed-width clustering approach is 
applied to extract proximity-detection rules which are used to detect inconsistent observations. The rest 
of this section illustrates each step in more detail. 
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Unlabeled training data

Identify of consistent/inconsistent states

Extract normal 
detection rules

Extracted detection rules

Monitor a system state based on the 
extracted detection rules 

Extract anomaly 
detection rules

 
 

 
• A state of SCADA data:  The data of SCADA points such as sensors’ readings and actuator control 

data, are data sources for the proposed IDS solution. The data consistency of SCADA points represents 
the normal current system state, while inconsistency indicates malicious actions. Consistent data are 
defined by the specifications that describe the valid data in terms of the system's operational 
perspective. The state can be defined as a combination of SCADA data produced by nodes at a certain 
period of time. States can be finite if the values of the nodes are discrete, or infinite when at least one 
of the node data is continuous. 

• Identification of consistent/inconsistent states: The identification step, as illustrated in Figure 1, is 
the first phase in separating inconsistent SCADA data observations from the consistent ones. A 
consistent state is a state that statistically has the higher likelihood of being generated by the same 
mechanism that generated the majority of states. An inconsistent state is any state that statistically 
deviates from the majority of the states. To perform this step with unlabelled data, two assumptions 
are made: (i) the number of consistent SCADA data observations vastly outperform the inconsistent 
ones, and (ii) the inconsistent SCADA data observations must be statistically different from the 
consistent ones. Therefore, the proposed approach would be inappropriate for any situation that does 
not satisfy these two assumptions. The preliminary investigations show that inconsistent SCADA data 
observations have a similar definition of outliers in n-dimensional space and are sparsely distributed 
in an informal way. That is, they could take various densities of n-dimensional space. This is 
performed by giving an inconsistency score to each observation using the density factor for the k-
nearest neighbours of the observation. Then, an optimal threshold technique is used to separate 
inconsistent from consistent observations. 
− Inconsistency scoring: The proposed inconsistency scoring technique utilizes a hybrid of local 

and global outlier detection approaches. This is to ensure that the choice of the best approach 
should not be predominantly influenced by either local or global approaches. Therefore, the 
proposed inconsistency scoring technique relies on an average of distances of the nearest 
neighbours and the number of neighbours k that play a major role in the influence of local and 

Figure 1: the different steps of the proposed solution 
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global approaches. To compute the inconsistency score for each observation, which is expected 
to consist of hundreds of dimensions, the cosine similarity metric is used, which can work with 
sparse numeric data and high-dimension space. This metric is used to measure the similarity 
between two vectors of n-dimensions, and it is widely used for clustering and information 
retrieval. 

− Threshold technique: after assigning all observations with inconsistency scores, an appropriate 
threshold is essential to determine whether the observation is consistent or inconsistent. Thus, the 
selection of the near-optimal threshold is an important means of supporting the robustness of the 
inconsistency scoring technique, while an inappropriate threshold may lead to inappropriate 
results regardless of the criticality scoring technique. It is obvious that the labelling of consistent 
observations as inconsistent observations will result in a high false positive rate. Moreover, tuning 
the threshold to reduce the false positive rate is a critical operation because a number of true 
inconsistent observations may be missed. In the anomaly detection techniques that are based on 
anomaly-scoring, observations are sorted in descending order. Based on our assumption that 
consistent observations constitute a large portion of the training data set, they will also have very 
similar inconsistency scores. On the other hand, inconsistent observations are assumed to 
constitute a tiny portion of all observations, with high inconsistency scores, which are also 
assumed to be greater than the inconsistency scores for consistent observations. 
Extracting proximity-detection rules: In fact, adding all the identified consistent and 
inconsistent observations into the IDS for monitoring is not a practical way because a large 
memory capacity is required to store all the observations. Thus, a detection rule extraction 
technique is proposed to extract a few detection rules which fully form the entire identified 
observations. As shown in Figure 1, detection rule extraction comes after the identification phase 
of consistent and inconsistent observations. During this phase, the fixed-width clustering 
technique is used to cluster each behaviour individually into micro-clusters with a constant fixed 
width, which is statistically determined. The centroids of all the created micro-clusters are used 
as the proximity-detection rules that are assumed to form a small and most-representative data set 
for both inconsistent and consistent behaviours in the training dataset. The detection rules are 
based on the mean of inconsistency scores of the states in the cluster with its centroid point and 
radius. The proximity-based detection rules are used to monitor any observation for the target 
system in order to assess whether the current observation is consistent or inconsistent. The 
evolution of SCADA data can reflect the system’s state: either consistent or inconsistent. 
Therefore, the monitoring of the evolution of SCADA data for a given system has been proposed 
as an efficient tailored IDS for SCADA. 

 
Conclusion 

Intrusion Detection Systems (IDSs) have become an increasingly popular solution for anomaly detection 
in traditional IT. The increased importance of this solution has opened up an interesting research area in 
security, and its use is not confined to traditional IT, but has been adapted to detect unexpected behaviours 
in SCADA systems. However, the different nature and characteristics of SCADA systems have motivated 
security researchers to develop SCADA-specific IDSs. This paper discussed two innovative solutions that 
have been used together to make a robust unsupervised anomaly IDS for SCADA. The first solution 
involves the identification of consistent and inconsistent states from unlabelled data and the second one 
extracts proximity-detection rules for each behaviour, whether inconsistent or consistent. During the 
identification phase, the density factor for the k-nearest neighbours of an observation is used to compute 
its inconsistency score. Then, an optimal threshold technique is calculated to separate inconsistent from 
consistent observations. During the extraction phase, the well-known fixed-width clustering technique is 
extended to extract proximity-detection rules, which forms a small and most-representative data set for 
both inconsistent and consistent behaviours in the training dataset. In future work, we intend to 
dynamically update the extracted rules since the normal behaviours of a given system may evolve over 
time. In addition, the proposed solution will be evaluated with further intrusion-detection techniques for 
various application domains. 
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Abstract. This study investigated end-user awareness of contemporary phishing 
emails coupled with evaluating the success of specific scam types. In order to 
determine the ability of end-users to detect different phishing scams, an online survey 
was developed that required respondents to view ten emails and determine the 
authenticity. 83 respondents participated in the study between April and May 2019. 60 
participants were unable to correctly identify a phishing email with a spoofed source 
email address. Respondents were also less proficient at identifying phishing emails 
when provided the opportunity to click on suspicious or unsafe links than they were at 
identifying emails with suspicious sender addresses. 
 
Keywords: Phishing, emails, end-users, network security, survey. 
 
Introduction 
Between January and September 2019, 16082 phishing scams were reported to 
Scamwatch Australia (Scam Statistics, 2019). From the reported phishing scams, 1.9% 
resulted in financial losses, totaling $891,556. While many end-users are aware of the 
existence of emails scams, the quantity of affected victims continues to increase 
(Parmar, 2012). Email scams are typically incentivized by offering the recipient a 
financial return, requesting urgent assistance or using scare tactics to encourage 
compliance (Williams & Polage, 2019). These approaches are successfully used to 
target home users and businesses (Burns, Johnson, & Caputo, 2019). 
 
An effective technique to minimize an end-users susceptibility to email phishing scams 
is to reduce threat exposure by improving their overall awareness through education. 
Unfortunately, email phishing scams continue to increase in frequency and 
sophistication (Kirda & Kruegel, 2005). The methods used by scammers to construct 
phishing emails have becoming increasingly sophisticated whereby the typical victim 
struggles to differentiate phishing and authentic emails. Some of the methods being 
referred to include email spoofing, spear phishing, uniform resource location (URL) 
masking and malicious email attachments. Spear phishing is more concerning for 
organizations whereby employees are enticed or tricked through emails that appear to 
originate from an authoritative figure in the organization hierarchy. In a typical spear 
phishing attack, the email is constructed to look as though it has been sent from 
somebody inside the organization, which makes those types of emails further difficult 
to detect (Gupta et al., 2017). 
 
Prior research into end-user phishing awareness has focused on evaluating the 
various factors that influence an end-user’s susceptibility to be targeted. Research by 
Diaz, Sherman and Joshi (2018) indicated that students typically had a higher 
probability to be successfully exploited through phishing attacks. In contrast 
participants who are perceived to be extroverted are also more likely to fall victim to a 
phishing scam (Lawson, Crowson, & Mayhorn, 2018), whilst females within the 18 – 25 
age group have also proven to be easily targeted (Sheng, Holbrook, Kumaraguru, 
Cranor, & Downs, 2010). This paper focused on further exploring the email phishing 
techniques that are most effective at convincing participants of their authenticity, the 
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techniques that are easier for participants to detect, and the varying degrees of 
success these might have across a range of age demographics; therefore, identifying 
what techniques are most likely to result in a successful attack. 
 
Research Design 
This ethically approved research was undertaken with participants who responded to 
an anonymous online survey. The survey consisted of ten email samples and asked 
respondents to identify whether they believed each email to be either phishing 
orientated or authentic. Of the ten emails that were provided, only two were authentic, 
while the remaining eight were phishing scams. In order to reduce ambiguity, some 
email samples were accompanied by a short description that provided context for the 
email (e.g. if the email was from a bank, the participant would be informed that they a 
customer of that bank). 
 
Results 
Between April and May 2019, 83 participants provided a completed response to the 
online survey. Participants were asked to rank their confidence from 1-5 with 5 
representing a high level of cyber security confidence in contrast to 1 reflecting minimal 
or zero confidence. Table 1 shows the overall cyber security confidence levels 
amongst respondents in contrast to age.  
 

Table 1 - Respondents Self-Evaluated Cyber Security Confidence 
Age Group No. of Responses from each age group 

1 2 3 4 5 
18 – 24    6 9 13 
25 - 34   1 15 5 
35 - 44  1 2 1 7 
45 - 54  1 5 1 5 
55 - 64   5 1 3 
65 +   2   

 
Participants were further requested to rank their ability in detecting online scams. 
Table 2 shows each respondent’s confidence in detecting online scams. This question 
used the same scale from 1-5 as previously shown and displayed similar trends 
throughout the age groups, with the younger participants displaying an elevated level 
of confidence and ability pertaining to cyber security. 
 

Table 2 - Respondents Self-Evaluated Online Scam Detection Confidence 
Age Group No. of Responses (Percentage from Each Age Group) 

1 2 3 4 5 
18 – 24    7 14 7 
25 - 34   8 9 4 
35 - 44 1 1 1 3 5 
45 - 54 1 1 4 5 1 
55 - 64  1 4 4  
65 +  1 1   

 
Each respondent’s self-perceived cyber security awareness was contrasted with 
correct responses from this study. Table 3 shows the correct, incorrect and unsure 
responses relevant to the respondent’s computer confidence self-evaluation score. 
There were no major variations in the quantity of correct responses across the different 
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score groups, only a very slight increase for those who rated themselves either a 4 or 
5. There was also a slight decrease in unsure responses for these two groups, 
however the number of incorrect responses remained consistent. 
 

Table 3 - Responses in Each Computer Confidence Self-Evaluation Group 
Self-Evaluation 
Score 
(Phishing 
Detection 
Confidence)  

Percentage of Responses from Each Group 
Correct  Incorrect  Unsure  

1 65%  25% 10% 
2 53% 25% 23% 
3 64% 25% 11% 
4 67% 24% 9% 
5 81% 14% 6% 

 
Table 4 shows the correct, incorrect and unsure responses relevant to the 
respondent’s self-evaluation of their ability to detect online scams. These results 
showed a reasonably consistent rate of correct responses, with a significant increase 
occurring (at least 13%) where respondents gave themselves a high rating of 5. 
 

Table 4 - Responses in Each Online Scam Self Evaluation Group 
Self-Evaluation 
Score 
(Computer 
Confidence)  

Percentage of Responses from Each Group 
Correct Incorrect Unsure 

1    
2 65% 25% 10% 
3 63% 22% 15% 
4 69% 23% 7% 
5 71% 22% 8% 

 
Table 5 shows the correct, incorrect and unsure responses relative to each age group. 
There was no significant trend that followed these age groups for the correct or 
incorrect responses. However, there was a steady increase in unsure responses in the 
older age groups. This indicates that younger respondents were more confident in their 
answers, but not necessarily more accurate, and the older respondents were more 
likely to be unsure that they were able to correctly identify an email. 

Table 5 - Responses in Each Age Group 
Age Group Percentage of Responses from Each Group 

Correct Incorrect Unsure 
18 – 24  64% 30% 7% 
25 - 34 74% 18% 9% 
35 - 44 75% 16% 8% 
45 - 54 70% 18% 13% 
55 - 64 59% 26% 16% 
65 + 65% 15% 20% 

 
Table 6 displays the total percentage of respondents that answered each question 
correctly, incorrectly and unsure. Most respondents (over 70%) were able to correctly 
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identify the 2 authentic emails from the survey. Evidently, certain phishing emails had a 
reasonably high correct response rate (email 1, 6, 9 and 10), whereas others had a 
considerably lower correct response rate (email 2, 3 and 8). 
 

Table 6 - Percentage of Correct Responses 
Question 
Number 

Percentage of Responses for Each Question 
Question 
Type 

Correct  Incorrect  Unsure  

1 Phishing 86% 10% 5% 
2 Phishing 41% 55% 4% 
3 Phishing 51% 36% 13% 
4 Phishing 77% 14% 8% 
5 Authentic 88% 7% 5% 
6 Phishing 78% 10% 12% 
7 Authentic 72% 17% 11% 
8 Phishing 28% 54% 18% 
9 Phishing 78% 13% 8% 
10 Phishing 83% 6% 11% 

 
Table 7 outlines the phishing techniques that were used in each question on the 
survey. This information can be used to compare against the percentage of correct 
responses shown in Table 6, in order to determine what techniques are more likely to 
be effective. 
 

Table 7 - Phishing Techniques Used in Survey 
 
Email 
# 

Techniques Used 
Misleadi
ng 
Sender  

Misleadi
ng 
Hyperlin
k 

Generic/
No 
Greetin
g 

Misleadi
ng 
Contact 
# 

Misleadi
ng URL  

Unsafe 
Attachm
ent 

Spoofe
d 
Addres
s 

1 ✔ ✔ ✔     
2  ✔      
3 ✔ ✔      
4 ✔   ✔    
5        
6 ✔  ✔  ✔   
7        
8     ✔  ✔ 
9 ✔  ✔   ✔  
10 ✔ ✔ ✔     

 
When comparing the results in Table 6 with the data in Table 7, it is evident that email 
#1 had a relatively high correct response percentage (86%) and made use of common 
phishing techniques (misleading sender address, misleading hyperlink and a 
generic/no greeting). However, email #8 had the lowest success rate (28%), even 
though the unsafe link was not hidden as a hyperlink, it was the only phishing email 
that used a spoofed email address. This may indicate that the respondents were not 
aware that email spoofing is possible and aren’t paying as much attention to what they 
are being asked to click on, as they are the sender’s email address. 
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Email #2 had the next lowest correct response percentage. This email was intended to 
emulate a spear phishing attack, so it was designed to look almost authentic, except 
for the hyperlink. Interestingly, of the 34 respondents that answered this question 
correctly, 16 incorrectly stated the senders email address as a reason for their 
selection. Again, this result indicates that respondents were focusing more on the 
where the email was coming from, then they were focusing on what they were being 
asked to click. 
 
Email #3 was the third lowest scoring phishing email with only 51% of respondents 
correctly identifying it. While this email did contain a misleading sender address, it 
used the domain “google.support” in an attempt to convince respondents of its 
authenticity. This seemed to be effective, considering that of the 42 respondents that 
correctly identified the email, only 8 mention the email address as a reason for 
suspicion. Additionally, only 13 respondents, mentioned the contents of the hyperlink 
as being a cause for suspicion. 
 
Except for email #3, the other emails that contained misleading email addresses were 
not particularly difficult to detect (all of these received over 75% correct responses). 
Most of these contained reasonably obvious spelling errors that respondents were able 
to detect. While these methods may be more effective in the real world, when people 
are not expecting to receive phishing emails, this research indicates that most people 
are able to detect fake email senders. 
 
Conclusion 
This survey has provided an insight into individual’s ability to detect email phishing 
scams and the various associated techniques. The results have indicated that there is 
a knowledge gap between the phishing techniques that are available and the 
techniques that average email users are aware of. This implies that there may be a 
need for increased email phishing education and awareness for end users. 
As indicated from the survey results, email phishing scams that employ the use of 
spoofed email addresses were the least likely to be correctly identified by respondents. 
While users are aware of many commonly seen attributes of phishing emails (such as 
misleading sender email address or a generic greeting), it is somewhat clear that more 
technical approaches (such as a spoofed email address or spear phishing attacks) are 
easily overlooked by average users. Additionally, after reviewing feedback, 
respondents appear to focus heavily on the email sender, but significantly less on the 
hyperlinks and contents of phishing emails. This presents another area of technical 
naivety that may increase the chances of a successful email phishing attack. 
Therefore, it would only theoretically require an attacker to spoof the sender email 
address, in order to increase their chance of a successful phishing attack. 
Surprisingly, there was minimal variance in the accuracy of the responses across 
different age groups. However, there was a higher percentage of unsure responses as 
the ages of respondents increased. This showed that a higher number of younger 
respondents were more confident in their responses, however, this did not translate to 
a higher number of correct responses, which was consistent with prior research 
conducted in this area (Sheng et al., 2010). 
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Appendix – Phishing Emails 
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Abstract: The task of ensuring cyber security plays an important role in national, regional and 
global security policies. The importance of this issue grows along with the increasing 
dependence of society on cyber space. The authors of this article analysed the existing 
regulatory situation on a higher level (on the scale of international, regional and national 
security strategies) as well as apparent trends; assessed the existing international regulation, 
its advantages and disadvantages, and national security strategies as well as their similarities 
and differences among them. 

 
This article provides the evaluation of measures which could help achieve effective cyber 
security regulation, lists the considerations of whether the applicable international rules are 
sufficiently effective, what other measures could reinforce the fight against cyber threats or 
what unified cyber security strategies could be applied on a national level in individual states, 
and whether it would be an appropriate alternative for international legislation. This article 
presents a few surveys conducted by the authors, among them a qualitative survey on ten 
international cyber security experts’ attitudes towards the existing regulatory situation in terms 
of cyber security.  

 
Referring to the opinions of international cyber security experts, the authors of this article 
designed the main elements of the model of national cyber security strategy and put forward 
some suggestions as to which strategy components could be most unified and which should be 
intended for a better reflection of a national situation. 

 
Keywords: Cyber security, cyber threats, cyber security strategy, cyber security regulation. 

 
Introduction 

 
Cyber security is defined as a cornerstone of information society (Schjolberg & 

Ghernaouti, 2011). The definition of cyber security has changed over the years (Craigen & Diakun, 
2014) as follows: 
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The Oxford dictionary provides such definition of cyber security: The state of being protected 
against the criminal or unauthorized use of electronic data, or the measures taken to achieve 
this (The Oxford Dictionaries). More detailed definitions of cyber security may also be provided. 
For example, cyber security covers all aspects of prevention, forecasting; tolerance; detection; 
mitigation, removal, analysis and investigation of cyber incidents. Considering the different 
types of components of the cyber space, cybersecurity should cover the following attributes: 
Availability, Reliability, Safety, Confidentiality, Integrity, Maintainability (for tangible systems, 
information and networks) Robustness, Survivability, Resilience (to support the dynamicity of 
the cyber space), Accountability, Authenticity and Non-repudiation (to support information 
security) (ENISA, 2016). Differences in the definition of cyber security also exist in national 
legislation, despite the fact that cybersecurity has become a global phenomenon. 
 
Recently most of the countries in the world have been increasingly focused on cyber security. The 
members of the EU and NATO are no exception. Cyber security is one of the most important 

2003 
"Cybersecurity consists largely of defensive 
methods used to detect and thwart would-

be intruders" 
 

2006 
" Cybersecurity entails the safeguarding of 
computer networks and the information 
they contain from penetration and from 

malicious damage or disruption." 
 

2006 
" Cyber Security involves reducing the risk 

of malicious attack to software, 
computers and networks. This includes 

tools used to detect break-ins, stop 
viruses, block malicious access, enforce 

authentication, enable encrypted 
communications, and on and on." 

 

2009 
"Cybersecurity is the collection of tools, 

policies, security concepts, security 
safeguards, guidelines, risk management 

approaches, actions, training, best 
practices, assurance and technologies that 

can be used to protect the cyber 
environment and organization and user's 

assets." 
 

2010 
" The ability to protect or defend the use of cyberspace 

from cyber-attacks" 
 

2014 
"The body of technologies, processes, practices and 

response and mitigation measures designed to protect 
networks, computers, programs and data from attack, 

damage or unauthorized access so as to ensure 
confidentiality, integrity and availability" 

 

2014 
" The art of ensuring the existence and continuity of the 

information society of a nation, guaranteeing and 
protecting, in Cyberspace, its information, assets and 

critical infrastructure." 
 

2014 
"The state of being protected against the criminal or 
unauthorized use of electronic data, or the measures 

taken to achieve this." 
 

2014 
"The activity or process, ability or capability, or state 

whereby information and communications systems and 
the information contained therein are protected from 
and/or defended against damage, unauthorized use or 

modification, or exploitation." 
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priority areas in many states that aim at effective governance and assurance of continuous 
national and social processes as well as at the security of their citizens. 
 
Despite the increasing effort put in ensuring cyber security, the level of cyber security in 
individual countries differs significantly. The differences (For example, differences related to 
legal foundations, operational entities, public-private partnerships, education, etc.) were shown 
in a BSA report (BSA, 2015).  Research carried out reveals that the situation in terms of cyber 
security is different in the EU member states because of differences in the applicable cyber 
security strategies, requirements for cyber security audits, and incident reporting requirements 
(EU Cybersecurity Dashboard, 2015).  
 
There are some EU, NATO, OECD and UN key documents influencing cybersecurity regulation. 
However, given the fact that, so far, no universally recognised imperative international 
initiatives have been developed which could in principle influence cyber security regulation, it 
could be stated that the development of international initiatives is at a relatively early phase 
and will have to evolve so as to generate satisfactory cooperation among the states in fighting 
against cyber security threats and to develop an international cyber security policy. The key 
steps are: 

 
1. Methodology 

 
In preparing this paper and presenting the outcome of research, their opinion and posture, the 
authors referred to the results of a few surveys. First, the authors examined international legal 
acts and factual situation related to cyber incidents. Second, the authors conducted a 
comparative analysis of cyber security strategies which enabled them to thoroughly examine 
and compare the provisions of the strategies. This research was made from all existing EU and 
NATO countries’ national cyber security strategies. 

 
Finally, a qualitative research also was carried out since a more profound analysis of the 
phenomenon required specific knowledge and experience of respondents. To analyse the 
models of cyber security strategies the best decision is to expert knowledge by employing the 
method of surveying experts’ opinions as this helps accumulate the latest scientific knowledge. 
In this particular case, the authors interviewed experts of one specific level, i.e. they submitted 
their questionnaires to foreign experts asking them to complete the questionnaires in writing.  

 
2. Analysis of International Regulatory Acts and the Factual situation Related to Cyber Incidents 

 
The analysis of legal regulation on the international scale leads to the statement that currently 
there is no integrated and complex international legal act applicable in the area of cyber 
security. Reference could be made to the EBPO Guidelines for the Security of Information 
Systems and Networks: Towards a Culture of Security of 2002 which is a non-binding act thus 
serves only as a recommendation. The content of this fairly old document is mainly related to 
the security principles which, in principle, withstood the test of time. Now the OECD Guidelines 
of 2002 are replaced by OECD 2015, Digital Security Risk Management for Economic and Social 
Prosperity. Certain national legislations clearly contain certain manifestations of these 
principles. Still, as pointed out in the Guidelines, they only suggest the need for a greater 
awareness and understanding of security issues and the need to develop a “culture of security” 
(OECD Guidelines for the Security of Information Systems, 2001). In this way this document has 
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more indirect effect and cannot be considered a regulatory act influencing the national law of 
states and at the same time the fight against cyber incidents. As regards binding international 
documents, the 2001 Council of Europe Convention on Cybercrime could be mentioned, 
however, this instrument is not intended directly for the field of cyber security but is rather 
designed for the harmonisation of criminal law and the law of criminal procedure in the field of 
cybercrime as well as the international cooperation and related aspects. Thus, it could be 
concluded that, in principle, there is no substantial legal regulation in the field of cyber security 
which would have an apparent direct impact on cyber incidents through corresponding national 
states. 

 
One of the most efficient ways to coordinate the fight against cyber incidents and ensure cyber 
resilience is a national cyber security strategy. This type of document influences actions and 
efforts in single national jurisdictions. Significant differences in the strategies show that some 
interests, efforts and understanding of the issue in different countries can differ.  The essential 
target to create a basis and an environment for cyber security in a country is unifying. Therefore, 
separate countries need to find unifying issues and to propose a cyber security model or 
international regulation. It has been a decade since the first cyber security strategies showed 
up in various countries around the world. Today, most countries have approved such strategies. 
Thus, regulation is developing by establishing and enforcing national documents. This article 
presents the analysis of how the national cyber security strategies help ensure a unified cyber 
security policy further below. 

 
Regionally, situations are different. The US cyber security area is dominated by the self-
regulation model. As Craig et al. put it, transition is needed to another type of regulation which 
would be aimed at improving cyber security in private sector by means of voluntary standards 
developed in similar industries (Craig, 2015). Meanwhile, in Europe, considerations could be 
made about unified cyber security regulation model based on legislation.  

 
From the moment of establishment of the European Union, the field of cyber security was 
practically unregulated for many years. The first initiative was adopted only in 2013 when the 
EU approved the Cyber Security Strategy (Cybersecurity strategy of the European Union, 2013). 
The strategy sets forth the EU vision, explains the tasks and competences, points out the actions 
which should be taken. Still, the strategy is of general character and does not include all the 
components of a model of national cyber security strategy, and mostly focuses on cyber security 
principles and strategic priorities. Whilst the strategy was constructed to create a coherent 
approach, it is still evident that there is much to be done between the responsible national, 
regional and international institutions, networks and agencies to realise this.  Besides, from the 
legal perspective, this strategy could be treated as a communication as it illustrates the EU’s 
vision in the context of security strategy but is non-binding and the Member States are not 
obliged to take any specific measures. 

 
At the same time this communication has also served as a way to submit the draft Directive on 
Security of Network and Information Systems. This draft was approved in 2016, when the first 
EU directive in the field of cyber security was adopted, namely, the NIS Directive (Directive on 
Security of Network and Information Systems) (Directive EU 2016/1148/EU). The aim of the 
Directive is to ensure a high common level of network and information security (NIS) across the 
EU (Directive 2016/1148/EU). Ensuring NIS is vital to boosting trust and to the smooth 
functioning of the EU internal market. Regulatory obligations are required to create a level 
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playing field and to close existing legislative loopholes (European Commission, 2013). Provisions 
of the Directive had to be implemented in individual EU states from 9 May 2018. The Directive 
lays down the requirements for a national cyber security strategy, however, just like any other 
provisions these requirements will have to be legally applied from approximately July 2018. 
Thus, the tangible effect of the Directive will be seen solely after a few years. Moreover, the 
requirements of the NIS Directive for a national cyber security strategy are fairly short and fail 
to reveal a specific model of a national cyber security strategy. 
 
These documents would seemingly suffice to develop the cyber security policy in a coherent 
and detailed manner and influence the unification of national cyber security strategies and the 
fight against cyber incidents; unfortunately, research and statistical data show a quite different 
situation.  
 
Regardless of considerable effort and allocations, the number of cyber-attacks in the world is 
not falling (some surveys show a contrary trend), and the costs incurred by countries are 
dramatically increasing. Such leading countries as the USA, UK. Australia annually suffer 
increasingly big costs: the average annual cost of cybercrime in USA: 2017 – 21.22 USD millions, 
2018 – 27.37 USD millions, in UK: 2017 – 8.74 USD millions, 2018 – 11.46 USD millions and in 
Australia: 2017 – 5.41 USD millions, 2018 – 6.79USD millions (The cost of cybercrime, 2019). 
Knowing that the aforementioned countries have substantial resources (both human and 
financial), an assumption can be made that weaker countries will be incapable of fighting against 
the growing cybercrime properly. 
 
The rising number of cyber incidents is also confirmed by a number of other investigations: in 
UK 32% of businesses and charities 22% charities report having cyber security breaches or 
attacks in the last 12 months (Cyber Security Breaches Survey, 2019). Studies show that the total 
value at risk from cybercrime can reach even 5.2 trillion USD over the next five years (The cost 
of cybercrime, 2019). 
 
Supposing that the number of cyber risks is continuously growing, their management by use of 
the existing regulation is ineffective. Besides, current laws and regulations appear to be much 
narrower in scope than the cyber security policies. This, in turn, requires new coordinated 
solutions and effective risk management methods. One of the most efficient ways to coordinate 
the fight against cyber incidents and ensure cyber resilience is national cyber security strategies. 
It has been a decade already since the first-second cyber security strategies showed up in 
various countries in the world. Today, most countries have approved such strategies. Thus, 
regulation is developing by establishing and enforcing national documents. The article presents 
the analysis of how the national cyber security strategies help ensure unified cyber security 
policy further below. 

 
3. Differences Between National Cyber Security Strategies 

 
A national cyber security strategy could be an instrument which determines a coordinated fight 
against cyber incidents and a tool used to protect information resources, including critical 
infrastructure. To find out what the situation in unifying national strategies in the field of cyber 
security is, the authors conducted surveys, i.e. a comparative analysis of strategies and a 
qualitative survey, namely, expert interviews by means of questionnaires. 
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The comparative research of the provisions of national cyber security strategies of EU and NATO 
Member States conducted by the authors of the paper has shown that the analysed strategies 
are very different. The main results of the comparative research revealed the following areas 
featuring differences in the content of the chosen national cyber security strategies: principles, 
cooperation with the private sector, international and research organisations, critical 
infrastructure protection, law enforcement issues, goals to fight cybercrime, cyber defence and 
its capabilities, cooperation, support of fundamental values/human rights.   
 
First of all, the character of national security strategies should be addressed. Strategies of some 
countries serve more as documents which shape the vision in the field of cyber security 
(Strategies of Estonia, Spain, Austria, Germany, the USA, etc.). Meanwhile, cyber security 
strategies of some other countries are detailed and provide for an institutional structure, 
functions, responsibilities and even specific deadlines (Strategies of Cyprus, Luxembourg, 
Latvia, the Netherlands, the UK, etc.). Some states have adopted plans to implement the 
strategies which specify measures, the process of implementation, and the responsible entities 
in detail (Cyprus, Finland, etc.).  
 
To detail specific differences discovered during the research on the strategies of the chosen 
states, it should be noted that the bigger part of the analysed strategies emphasises principles 
which are presented differently and that their number differs. More than 10 countries do not 
have separately distinguished cyber security principles in their national cyber security 
strategies. Some countries have 3 principles, while others have 13 and more. However, 
distinguished principles of the said countries have certain similarities: principles of 
proportionality, cooperation, the rule of law, responsibility, fundamental rights and freedoms, 
risk management and integrated approach are often distinguished. Still, despite of these 
similarities, there are many differences: certain countries divide principles into groups, in the 
strategies of other countries, principles themselves have distinguished subparts, unique 
principles are presented (such as the use of national products and services and increasing cyber 
force). Thus, the presentation of principles in national cyber security strategies of the examined 
countries can be stated to have no unified system, and despite some similarities, the principles 
differ. 
 
Besides, the strategies are presented without any effort to have a unified system. Almost all of 
the analysed national strategies contain the aspect of cooperation with the private sector. 
However, the practical aspect of cooperation with the private sector is not implemented in all 
states, and in this way the provisions of these strategies remain declarative only. 
 
Most often the fight against cybercrime or the reduction of the number of such crimes in the 
national strategies are singled out as a separate goal, milestone, challenge or principle. Also, it 
often happens so that national strategies have a separate strategy on fighting cybercrime or 
reducing the number thereof, discussing the issue and possible measures in greater detail. 
However, there were seven national strategies in which the fight against cybercrime was not 
pointed out at all. 
 
The provisions of the chosen national strategies also considerably differ in terms of cyber 
defence and its capabilities. Twelve of the strategies do not address these issues at all, and the 
ones which touch upon this question present it as one of the goals or the main pillars. Some 
national strategies mention the aspect of cooperation with NATO in the context of defence. In 
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assessing the cooperation with NATO in general, the analysed national strategies often mention 
it as an important element; however, it was not always referred to in the context of cyber 
defence. Besides, the strategies often mentioned the protection of critical infrastructure, but 
not always through the aspect of cyber defence. The importance of scientific research in the 
chosen national strategies is referred to in quite different contexts: either in relation to the 
necessity of the funded research or to cooperation with universities or schools. 
 
A comparison of provisions in the support of fundamental values/human rights in national cyber 
security strategies has shown that the provisions of countries (a majority of them) which 
mention them are of a broader nature (related to human rights) or a narrower nature - 
perceived as support of privacy only. These values are often declared as one of the principles. 
Still, the strategies of 8 countries (Albania, Belgium, Cyprus, Denmark, Germany, Hungary, 
Luxemburg, Poland.) do not emphasize or mention the support of fundamental values/human 
rights, which is considered to be a rather large number of countries in light of the fact that 
remembering human rights and respecting them is very important in ensuring cyber security. 
 
The issue of cooperation should be discussed separately. Cooperation is especially important in 
effectively resolving the international problem of cyber security that has no boundaries. The 
borders of the states are limited geographically, just like the administrative jurisdiction of 
countries. For this reason, national and international cooperation is considered the main tool 
for the effective fight against incidents. It is a cornerstone aspect on the basis of which the 
exchange of information on cyber incidents is coordinated. Good practices are shared and cyber 
defence actions are coordinated. Although cooperation is mentioned in the majority of cyber 
security strategies, cooperation as such is understood very differently; individual states stress, 
in principle, different levels, ways and agents of cooperation. Still, the major drawback is the 
fact that cooperation in most national strategies is described as a domestic process (taking 
place within the boundaries of the states), e.g., cooperation with the private sector, or 
cooperation with universities. Meanwhile, the strategies obviously lack the provisions on 
cooperation on the international and/or regional scale, and cooperation with international 
organisations (NATO, UN, etc.). There is a shortage of such explicit cooperation standards in 
national cyber security strategies and this might possibly negatively affect the fight against 
cyber incidents as well as the outcomes of such incidents globally. 

 
In addition to above presented analysis, the experts pointed out the drawbacks of the 
strategies. They most often mentioned the shortage of the quality of a strategy’s goals. 
However, it could not be stated that this was the prevailing drawback – experts listed fairly 
different areas. For instance, as drawbacks the following items were mentioned: insufficient 
consideration of such “secondary” sectors of the critical infrastructure as the field of healthcare, 
the absence of a relation with the main public goals, as well as irregular updates. Some 
strategies devoted more attention to the security of military facilities, objects and information 
systems, but much less to the issue of how to strengthen law enforcement capacities and how 
to support science in order to build new tools for public awareness. In addition, one expert 
specified the following problem: adopting a strategy without allocating resources for 
implementing the decision. 
 
Evidently, the aforementioned differences and drawbacks affect the implementation of each of 
the analysed national strategies. Some states stress the critical infrastructure, whilst others the 
cooperation with NATO, education and research institutions or other organisations. In this way, 
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cyber security priorities are different and are determined in different ways. Thus, the variety of 
the contents of the national cyber security strategies raise a number of thoughts in regard to 
the differences of the provisions, the crystallisation of common cyber security priorities and the 
effectiveness of implementation of such strategies. Even an analysis of cyber strategy reveals a 
broad divergence in approaches to cyberspace (Kshetri, 2013).  In assessing the phenomenon 
of cyber security as a global issue which is relevant to all states, in the opinion of the authors, 
the need for a unified model of a national cyber security strategy should be considered or even 
several versions of model should be developed, given the specific particularities of different 
countries. 

 
4. The Potentials of a Model of a National Cyber Security Strategy to Ensure Cyber Security 

 
All the experts pointed out that the national cyber security strategy is really important and 
necessary for every state. However, different reasons were provided to support this statement. 
They illustrated that there is no single reason why the national cyber security strategy is 
important – these reasons may be related to the preparedness to resist external cyber-attacks, 
identification of problems and solutions in the field of cyber security, etc. The divergence of 
reasons demonstrates that though the importance of the national cyber security strategy can 
be assessed via different dimensions; there is one common denominator, i.e. a better assurance 
of cyber and even national security. Perhaps a model of a national cyber security strategy could 
ensure such security? Scientific sources consider the idea of a unified strategy in separate areas, 
e.g., a unified strategy to fight cybercrimes (Kshetri, 2013). As well International 
telecommunication union (ITU) produced the Guide to developing a national cybersecurity 
strategy (Strategic engagement in cybersecurity, 2017). However, there are not enough 
considerations and discussions about a unified cyber security strategy. 
 
First of all, the very phenomenon of cyber security is of global character. When analysing the 
cyber security phenomenon, researchers emphasise global cooperation and legal certainty 
(Craig, 2015). They suppose that global cooperation is practicable only when there are explicit 
and fairly similar rules of operation. Second, once the national cyber security strategies of the 
same model are established, the cooperation mechanism with international organisations, such 
as NATO, would become simpler and more effective. Cyber security could become the main 
NATO policy which would also set the level of importance of the strategic NATO provisions in 
cyber security (Carayannis, Campbel, Efthymiopoulos, 2014). It should be noted that the issues 
of cyber defence were intensively raised by NATO partners during the Warsaw Summit 
(Defence News, 2016). And thirdly, it is thought that as similar as possible national cyber 
security strategies would help ensure a common cyber security policy and foster the common 
cyber security culture in as equal manner as possible. The potentials of unification of national 
cyber security strategies could help avoid the inconsistence of cyber security policies as well as 
frequent contingencies in the field of cyber security. The unification of national cyber security 
strategies is possible only through a model of cyber security strategy.  
 
Yet, a question arises, whether a model of a national cyber security strategy must guarantee 
full unification of national strategies. National cyber security strategies may contain differences. 
The interviewed experts specified many different reasons suggesting why national strategies 
differ (e.g., different national needs, knowledge, capacity, budget, culture, economy, political 
and legal culture, political priorities, etc.) All in all, the substantiation referred to the differences 
among the states. A few reasons explaining the indicated differences could be mentioned: 
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countries differ in their military strategies, national security strategies, legal culture, culture on 
the whole, and political priorities. National cyber security strategies may also contrast in terms 
of the same aspects. One of the experts even pointed out that if a strategy fails to reflect 
national particularities, this should be considered a major drawback.  
 
National cyber security strategies could be partially unified. However, some parts should be 
unique, e.g., the relation to other documents in a particular country. Some other parts of 
corresponding strategies could also contain certain differences. Perhaps a model of a strategy 
should have the obligatory parts and also leave some room for the establishment of national 
specificities which are essential and must be reflected in the strategy (e.g., the geopolitical 
status).  
 
The provision of a specific and detailed model of a national cyber security strategy is an issue 
of a separate publication which requires a separate independent research and analysis. 
Nonetheless, referring to the surveys carried out, the authors outline such model further in this 
paper1. The contours of the model will probably contribute to further discussions and research 
on this issue. Figure No. 1 provides a graphical model of a national cyber security strategy. 
Based on the results of the comparative analysis and the opinions of experts, the authors 
suggest unifying these areas of the model of national cyber security strategy (dark blue means 
that these parts should be mostly unified, and bright blue implies that in such cases national 
aspects should play the major role): 

 
Figure No. 1. Areas of the Model of a 

National Cyber Security Strategy. 
Designed by the authors. 
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The unified aspects of the proposed national cyber security strategy shall include principles, 
purposes, objectives and key areas of action. These four aspects were indicated as fundamental 
and core universally by the experts. Therefore, they might be referred in all cyber security 
strategies. Other elements of the proposed cyber security strategy shall include aspects, which 
are more linked to the particular country: an overview of the national situation, links to other 
documents, an action plan, a foreword, an introduction, an executive summary, annexes and a 
glossary. Each country shall draft the mentioned aspects in its own way and manner. It shall also 
be mentioned that the model of the national cyber security strategy is only a sketch, which 
might be developed by each particular country and may include other than in Figure No. 1 
revealed elements. 
 
The analysed problem of ensuring cyber security includes many areas of human activity and 
arises from technological changes, i.e. technology leads to the discussed security problems. 
However, it is not technology that poses the problems but rather people who exploit the 
capabilities of technology and apply them to achieve their goals, i.e. most of problems of other 
than technological character. They are the outcome of a man’s relationship to technology and 
other people. Besides, the majority of issues are of a social nature, and they are analysed by the 
social sciences. For this these reasons, the principles of social sciences are used to tackle them. 
These may be the principles of law, management, economics, etc. The authors hold the view 
that the principles are of paramount importance in cyber security strategies as well. The 
principles in cyber security strategies can be thought of as generally accepted characteristics or 
expectations, but they also stress the need for a national effort, a preference for the reliance 
on market forces, and the importance of flexibility and multiyear planning (Fisher, 2009).  
 
The inquired experts unilaterally pointed out that a national cyber security strategy must 
introduce principles. The experts singled out the following principles (in the order of their 
importance): Responsibility, Protection of fundamental rights, Cooperation, Openness, Privacy, 
Holistic approach and Availability. In determining the principles in strategies, there is no need 
to reiterate the universally accepted principles applied in other fields, for instance, law 
(supremacy of human rights, etc.), since the strategy cannot and has no purpose of annulling or 
replacing them, and they are applicable according to other national and international regulatory 
acts. It would be appropriate to establish not only special principles of cyber security strategies 
or principles which, in the context of cyber security, would acquire greater importance than in 
other areas of human activity. It is, however, important that the general or special principles 
incorporated in the strategy were truly fundamental for achieving cyber security; it is then likely 
that listing such principles in one document would result in a coherent system of principles. 

 
Any meaningful framework for cyber security should include a clear description of its goals — 
the desired results or state (Fisher, 2009). The purpose and the objectives of a cyber security 
strategy constitute the basis both for the whole cyber security strategy and affect the state of 
cyber security in corresponding states. The experts marked the following goals of a strategy that 
should constitute the basis of a model of a cyber security strategy: 

• Ensuring security in cyberspace by strengthening prevention, defence, detection and 
response capabilities;  

• Strengthening the cyber security of critical national infrastructures;   
• Raising the awareness of citizens, professionals, companies and authorities about the 

risks derived from cyberspace; 
• Enhancing of the fight against cybercrime; 
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• Cooperating with international actors in order to achieve a consistent approach in 
strengthening cyber security. 

 
The formulated goals lead to “key areas of action” which detail the goals and indicate more 
specifically as to where a state should focus in fighting against cyber incidents and ensuring 
cyber resilience. As the main areas, the experts singled out the following “key areas of action”: 

• Capability to prevent, detect, respond to and recover from cyber threats; 
• Cooperation between the state and the private sector; 
• Protection of critical information infrastructures (for example, identification, 

vulnerability assessment, penetration testing, contingency plan, etc.); 
• National risk management system; 
• Legal framework; 
• Organisational structure (including roles and responsibilities); 
• Training and capability development; 
• Security culture (education, awareness); 
• Cyber security research (including scientific). 

 
In developing a unified national cyber security strategy, certain good practices should be used. 
The experts listed a number of useful good practices: cooperation, good incident reporting, 
standards, cooperation between the public and private sectors, awareness, development, etc. 
The aforementioned good practices can be taken from the cyber security field of corresponding 
countries where they are well developed or even from other related areas in corresponding 
countries, e.g., privacy protection. Privacy protection is very important from the General Data 
Protection Regulation (GDPR, 2016) perspective. The regulation, which comes into force on 
May 25, 2018, sets new standards for privacy protection and those standards should be 
highlighted in cyber security strategies as well.  Also, the experts highlighted the importance of 
the cooperation aspect and listed other significant sectors which need cooperation: banks, 
insurance and finance sectors, healthcare, telecommunications, retail, energy, cyber 
technology, educational institutions, etc. 
 
National security standards could be described in “Overview of national situation” and 
references to national security standards could be provides in “Links to other documents”. 
Thus, the latter part should contain systematic references not only to national security laws, 
strategies and regulations but also to national security standards. 
 
Additionally, a unified model of a cyber security strategy should be based on such traditional 
elements as a risk based approach, i.e. prioritization/mitigation actions on areas with the most 
risks, including a function based approach, and focus on resilience as a key element in a strategy 
to ensure that unexpected events can be handled and key/critical operation can be sustained.  
 
However, the future trends for national security development, in the opinion of the authors, 
requires unification not only cybersecurity strategies, but also calls for unified cyber security 
policies as well, including cybersecurity laws and other regulations. Only by unifying 
cybersecurity policies of different individual states the resistance to global cyber security 
threats can be achieved. And we should consider not only regional unification, but also 
international unification of cybersecurity policies. 
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Conclusion 
 
Most international documents are not imperative in matter. Therefore, international rules are 
insufficient to effectively tackle the problems related to cyber security and do not ensure 
sufficient coordination, especially at the strategic level. Despite the newly adopted Directive EU 
2016/1148 of the European Parliament and of the Council of 6 July, 2016 concerning measures 
for a high common level of security of network and information systems across the Union, other 
effective measures to ensure the common effective fight against global cyber security threats 
have to be searched for. Some regional or international documents are quite promising. 
Successful implementation of cyber security measures will gain from unified international and 
national legal regulation. The key issue for unification is to find what is common for countries 
and to use it for modelling the laws. Unified requirements can be set in regional or international 
documents to ensure faster and uniform implementation. 
 
Regulation evolves while intensively developing national regulation and mainly cyber security 
strategies. A cyber security strategy is the fundamental document on which the basis of the 
national cyber security policy is developed. Some countries have adopted “second-generation”, 
even “third-generation” cyber security strategies whilst at the same time evolving national 
cyber security policies from the initial to a more developed level. However, there is no sufficient 
unification in the field of cyber security, especially cyber security strategies. The models of 
national cyber security strategies or individual issues of their content differ. No unified 
cooperation model has been found yet. The differences could be seen in the content of EU and 
NATO national cyber security strategies: cooperation with the private sector, international and 
research organisations, critical infrastructure protection, law enforcement issues, goals to fight 
cybercrime, cyber defence and its capabilities, cooperation, support of fundamental 
values/human rights. In this way, cyber security priorities are different and are determined in 
different ways. Thus, the variety of the contents of the national cyber security strategies raise 
a number of thoughts in regard to the difference of the provisions, the crystallisation of 
common cyber security priorities and the effectiveness of implementation of such strategies. 
This situation could lead to weak coordination, cooperation between states and weak defence 
from global cybersecurity threats.  
 
Unification is possible by developing a model of a national cyber security strategy which could 
be a perfect tool for making cyber security strategies similar, thus seeking to coordinate 
common effort in fighting against cyber incidents. The proposed cyber security strategy model 
of the authors includes both unified aspects, which should be reflected in the national cyber 
security strategies of all countries and national aspects, which exclusively relates to the 
peculiarities of the country (e.g., relation to other documents, analysis of the national cyber 
security situation, etc.). 
 
This article presents the areas of a model of a national cyber security strategy which could be 
considered the key elements of such a model and most of which should have clearly expressed 
national specificities. The elements of a model of a national cyber security strategy which could 
be mostly unified could be the following: principles, purpose/objectives and key areas of action. 
These components should be the basis of every national cyber security strategy and the main 
tool for the unification of national cyber security strategies. 
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The proposal regarding a cyber security strategy model could be also seen as a possibility to 
have an internationally agreed unified model for a cyber security strategy. Could this model be 
obligatory as an international legal act is the question for additional research. However, the 
minimum proposal would be to evaluate the possibility to have such a model as a 
recommendation for all countries. The existence of such a model could harmonise cyber 
security elements in national states and could strengthen the fight against cyber incidents at 
the global level. International harmonization and unification should also apply to all 
cybersecurity policies of individual countries. 
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REVISITING SYRIA: CYBER OPERATIONS AS A MEANS OF 

HYBRID WARFARE 

MEREDITH JONES AND SASCHA DOV BACHMANN 
 
 

“Over time, this conflict has exhibited all possible guises of war: civil war, proxy war, siege warfare, 

cyber-warfare and war against terror. All forms of past and present warfare seem to converge in this 

one conflict. A war against children, against hospitals, against cities, against first-aid workers, 

against memory, against justice – maybe these are more accurate titles for this war.”1 

 
INTRODUCTION 

Modern warfare and the domains in which are classified as battlespaces continue to evolve 

alongside the weapons and technologies employed during conduct of hostilities. The Syrian 

conflict is no exception to this evolution and has often been a focal point of academic debate 

regarding the evolution of warfare. The Syrian conflict is one that has become increasingly 

complex due to the large range of contending parties that include both State and non-State 

actors. Notably, the extent of this conflict has travelled far beyond the borders of Syria, with 

the millions of displaced persons being the most apparent consequence. 
 
This discussion paper captures parts of a larger project dedicated to the exploration of Syria as 

a hybrid war. It is the position of this discussion paper, and the overall project, that Syria is 

both: a conflict employing all strategies contained within the hybrid warfare classification as 

well as others from the full spectrum classification namely, irregular warfare, asymmetric 

warfare, and increasingly compound warfare. Before this backdrop, this discussion paper will 

explore the cyber operations that have been employed during the Syrian conflict and have been 

employed across the all domains and spectrums of the conflict. 

 
HYBRID WARFARE – WHAT’S IN A NAME? 

Throughout the course of hybrid warfare’s evolution, a consistent definition has yet to be 

agreed upon, yet numerous scholars have discussed what is generally involved, with many 

overlapping in content. It has been argued, that hybrid warfare may display elements from 

existing categories of warfare, including irregular warfare (terrorism and counter-insurgency), 
 

1 Vincent Bernard, ‘Editorial: Conflict in Syria: Finding Hope Amid the Ruins’ (2017) 99(3) International Review 
of the Red Cross, 865, 865. 
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asymmetric warfare, and compound warfare.2 Added to these could be the element of legal 

ambiguity as a consequence or objective of hybrid warfare reminiscent of the emerging trend 

of ‘grey zone’ tactics. A number of commentators have defined hybrid war, however, it has 

well-stated by Wilkie, that hybrid warfare is a conflict, “in which states or non-state actors 

exploit all modes of war simultaneously by using advanced conventional weapons, irregular 

tactics, terrorism, and disruptive technologies or criminality to destabilize an existing order”.3 

Throughout the evolution of hybrid warfare, several military components have emerged with 

two of particular importance for the purposes of this discussion paper; the increase of 

information warfare through cyber warfare, and the transition towards greater use of cyber and 

air-space domains. Within the context of hybrid warfare it has become clear that the use of 

cyber serves both as an enhancer of such warfare and possibly as a category on its own, namely 

below the threshold operations within the emerging cyber war/ conflict paradigm. To that end, 

the conflict in Syria has become one where previously untested battlefields and operational 

domains, have been explored and exploited. 

 
SYRIA: CYBER OPERATIONS AS A METHOD OF ASYMMETRIC 

WARFARE 

Asymmetric warfare, plainly said, is where the conflicting parties have a disparity between 

their capabilities, and as noted by Geiß, perfect symmetry between conflicting sides has rarely 

been witnessed in times of war.4 In contemporary conflicts, asymmetric warfare has been 

regularly employed within urban environments where militarily weaker parties do not often 

engage in conventional warfare tactics.5 Despite the barrage of direct offensive strategies 

conducted by militarily strong parties, those who are weaker in capabilities are left to employ 

indirect offensives. These weaker parties are left to conduct “indirect offensive and defensive 

strategies such as guerrilla warfare, concealing themselves among supportive civilian 

populations in cities, towns, and villages, which provide both cover for them to launch attacks 
 
 
 
 
 

2 Ibid, 66. 
3 R. Wilkie, ‘Hybrid Warfare – Something Old, Not Something New’, Air & Space Power Journal 2009, 
https://www.airpower.au.af.mil/airchronicles/apj/apj09/win09/wilkie.html (last accessed 1 June 2016); 
Andres B. Munoz Mosquera and Sascha Dov Bachmann, ‘Lawfare in Hybrid Wars: The 21st Century 
Warfare’ (2018) 7 Journal of International Humanitarian Legal Studies 63, 66. 
4  Robin Geiß, ‘Asymmetric conflict structures’ (2006) 88 International Review of the Red Cross 757, 758. 
5 Michael John-Hopkins, ‘Regulating the conduct of urban warfare: lessons from contemporary asymmetric 
armed conflicts’ (2010) 92 International Review of the Red Cross 469, 470. 

http://www.airpower.au.af.mil/airchronicles/apj/apj09/win09/wilkie.html
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and also protection from counter-attack”.6 As stated by Adhami, cyber operations have been 

employed as guerrilla-style warfare to regain symmetry between parties.7 

 
When analysing the presence of asymmetric strategies in modern warfare, the complicated 

conflict in Syria is by no means an exception, as there has been an obvious disparity between 

warring parties. Grohe concludes that the cyber operations conducted during the Syrian conflict 

have been ‘more important than one might have expected’.8 This conclusion is based upon 

research and data pointing to numerous actors involved in the Syrian conflict who have used 

cyber operations as a method of warfare. Such conduct has been evidenced by Iran, Hezbollah 

and the Syrian Electronic Army (SEA) in distributing propaganda, with the objective of 

disinformation and deterrence.9 Unfortunately in the case of Syria, and as will be illustrated in 

the discussion below, rebel groups and anti-Assad combatants have not enjoyed the same 

ability to engage in cyber operations as a means of asymmetric warfare. 
 
Cyber operations and capabilities can be far reaching and are often not confined to computer- 

based attacks. However, two schools of thought have emerged, each discussing the scope of 

‘cyber operations’ within in a conflict situation. It is not the purpose of this discussion paper 

to make a determination as to which school of thought should be adopted, however discussion 

will take place around each. 
 
The first school of thought takes a narrow interpretation that argues that cyber operations are 

generally constrained to computer-based attacks. To provide an example; throughout the Syrian 

conflict, Iran has tested their cyber-capabilities with attacks targeting armed opposition and at 

elements that extend to other operational domains.10 Many of the cyber operations conducted 

by the Syrian regime were improved and expanded by Iran and Hezbollah, with numerous 

attacks being documented throughout the conflict.11 Many of these cyber operations have been 

aimed at social media, foreign media outlets, and in some cases universities, with the main 
 

6 Michael John-Hopkins, ‘Regulating the conduct of urban warfare: lessons from contemporary asymmetric 
armed conflicts’ (2010) 92 International Review of the Red Cross 469, 471; Ivan Arreguın-Toft, How the Weak 
Win Wars: A Theory of Asymmetric Conflict (Cambridge University Press, 2008) 4. 
7 Wael Adhami, ‘The strategic importance of the Internet for armed insurgent groups in modern warfare’ (2007) 
89 International Review of the Red Cross 857, 868. 
8 Edwin Grohe, ‘The Cyber Dimensions of the Syrian Civil War: Implications for Future Conflict’ (2015) 32(2) 
Comparative Strategy, 133, 133. 
9 Marcin Andrzej Piotrowski, ‘“Mosaic Defence:” Iran’s Hyrbid Warfare in Syria 2011-2016’ (2017) 3 The Polish 
Quarterly of International Affairs 18, 21. 
10 Ibid, 28. 
11 Marcin Andrzej Piotrowski, ‘“Mosaic Defence:” Iran’s Hyrbid Warfare in Syria 2011-2016’ (2017) 3 The Polish 
Quarterly of International Affairs 18, 64; Edwin Grohe, ‘The Cyber Dimensions of the Syrian Civil War: 
Implications for Future Conflict’ (2015) 32(2) Comparative Strategy, 133, 136. 
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objective of disseminating propaganda and, as retaliation against the West.12 Further, some 

operations have reportedly had the primary objective of obtaining operational intelligence 

on the battlefields in Syria.13 

The broader school of thought argues that cyber operations extends to remote warfare, with 

unmanned aerial vehicles (UAVs) such as drones, at the heart of the argument.14 The use of 

UAVs has been well-documented in Syria. Iranian drones have reportedly been used for 

reconnaissance, artillery direction and directs attacks.15 Despite little affirmation as to their 

military operations in Syria, Israel has recently claimed to have carried out a drone strike to 

prevent further drone attacks by Iran.16 Another major actor in the Syrian conflict, Russia, 

has also allegedly engaged in cyber operations which have included the use of UAVs and 

“ground systems to conduct electromagnetic reconnaissance and jamming against satellite, 

cellular and radio communication systems along with GPS spoofing.”17 The extent of 

Russia’s operations, has been estimated to include more than 23,000 flights conducted by 

UAVs.18 

 
CONCLUSIVE REMARKS 

The Syrian conflict is one where previously untested battlefields and operational domains, 

have been explored and exploited. Although this conflict falls within the scope of hybrid 

warfare more broadly, this discussion paper has focussed on cyber operations as an 

asymmetric strategy. Within Syria, cyber operations continues to play a large role within the 

conflict. Despite mentioning that symmetry can be regained with the use of cyber operations, 

the same cannot be said in Syria. Due to the involvement of numerous actors participating in 

the hostilities, with several assisting the Syrian regime, asymmetry has been amplified 

between the warring parties. The examples provided in the above discussion does not by any 

means cover the extent of cyber operations within the Syria conflict. However, it aims to 

provide insight as to how cyber operations have been employed to enhance operational and 

strategic objectives in what seems to be a conflict with no end. 
 
 
 
 

12 Piotrowski (n 9) 39. 
13 Ibid. 
14 Emily Crawford, Identifying the Enemy (Oxford University Press, 2015) 126. 
15 Piotrowski (n 9) 34. 
16 ‘Israel says it struck Iranian ‘killer drone’ sites in Syria’, BBC News (online, 25 August 2019) 
<https://www.bbc.com/news/world-middle-east-49464546> 

http://www.bbc.com/news/world-middle-east-49464546
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17 Col. Liam Collins, ‘Russia Gives Lesson in Electronic Warfare’ (2018) 68(8) Army 18, 19. 
18 David Oliver, ‘Russia’s Rapid UAV Expansion’ (2019) 43(6) Armada International 8, 8. 
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Abstract: The Internet of Things (IoT) enables interconnectivity between (often) low-
power devices to permit information exchange or environmental control. The 
explosion in popularity of IoT devices has meant that security has not been a 
principal requirement for IoT devices. This is particularly true for botnets, where a 
remote threat actor could control IoT devices.  We examine the fundamentals of 
botnets and how they are detected.  Our contribution is to examine two conventional 
botnet detection tools and to suggest the likely success of botnet implementation in 
IoT network environments. We also tested the session replay component of 
BotProbe.   

INTRODUCTION 

Similar to other network systems, an IoT network can be conceptualised as three 
layers. The hardware layer, which consists of sensors (i.e., networked devices), is 
responsible for data collection. The middleware layer stores data, performs analysis 
and makes decisions for an IoT network. The presentation layer is responsible for 
data visualisation and delivery (the latter may be to sources outside the network). 
The presentation layer may be instantiated as an API that can be used by other 
applications or possibly directly accessed by an end user, by some form of Human 
Machine Interface or HMI (such as a touchscreen).  Unfortunately, as will be seen 
below, the type of mesh network that provides the transport, compute-power, 
scalability and redundancy for IoT networks maps very well to the architectures of 
botnet systems. 

A botnet is a particular type of cyber security threat that works by infecting a group of 
machines and then using those machines to conduct cyber security attacks on 
another party (Woodiss-Field and Johnstone, 2018). It is thus a realisation of a threat 
that works by using compromised systems to perform a malicious action. A botnet 
will typically be comprised of IoT devices that have been infected in some way. Once 
sufficient devices have been added to the botnet, a threat actor can use the botnet to 
perform cyberattacks such as Denial of Service, spamming, phishing attempts, click 
fraud or illegal hosting. Botnets have several known architectures, but will usually be 
coordinated by a controller of some kind in a master-slave relationship.  

Since the Mirai attack of 2016, research into botnets has been resurgent. Mirai was 
particularly interesting because of its sophistication, in that it used a federated 
model, not a simple controller-drone model.   

mailto:a.woodiss-field@ecu.edu.au
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Libicki (1995) proposed a taxonomy which included seven types of information 
warfare.  It is type five, software-based attacks on information systems, which is of 
relevance to this work. Conceivably, types six and seven (information economic 
warfare or war via the control of information trade and cyberwar) might also be 
appropriate. 

Hutchinson and Warren (2001) state that if the target is the data, then potential 
information warfare actions that could be undertaken include denial of access, 
disruption or destruction, theft or manipulation.  All of these actions are feasible with 
a botnet. 

In the following section we examine the benefits and drawbacks of two current 
approaches to botnet detection, viz., BotProbe and BotMiner. 

BOTNET DETECTION 

BotProbe is a botnet detection tool proposed by Gu, Yegneswaran, Porras, Stoll, and 
Lee (2009) which uses packet spoofing as an integral part of its detection approach. 
The premise that BotProbe operates on is that compromised systems that have 
become part of a botnet will respond to communications from the botmaster in a 
deterministic way. BotProbe extracts suspicious network traffic recordings and 
attempts to replay suspected bot commands to the suspected bot. After spoofing a 
potential bot command, the traffic produced from the bot is examined further and 
compared to previous recordings to determine if it demonstrates a consistent pattern 
of behaviour (Gu et al, 2009). 

Among contemporary techniques examined, BotProbe, at least conceptually, 
appears to be among approaches potentially suitable for IoT-based bot detection. 
Internal host-based techniques are inadequate for low-powered devices and have 
had only limited success for traditional botnet detection (Stinson and Mitchell, 2007; 
Zeindanloo, 2010). Signature-based techniques cannot detect emergent threats and 
may not be able to detect modified strains of previously used malware (Liu, Xiao, 
Ghaboosi, Deng, and Zhang, 2009).  

 
BotMiner may be suitable for some IoT-based botnets but depends on the premise 
that bots on the same botnet will propagate throughout entire networks (Gu, Perdisci, 
Zhang, and Lee, 2008). Mirai notably does not attempt to propagate on entire 
networks and due to the availability of IoT devices, other IoT-based botnet may be 
capable of following that model (Elzen and Heugten, 2017). 

 BotProbe is capable of single bot detection, does not utilise signatures, and does 
not need to be installed on the device itself. These factors mean that conceptually 
the BotProbe techniques may be capable of detecting IoT bots if adjusted correctly 
(Gu et al, 2009). Other techniques may also be suitable for IoT bot detection, such 
as certain DNS-based techniques or techniques that utilise signatures and event 



 

43 
 

correlation (Choi, Lee, Lee, and Kim 2007; Gu, Porras, Yegneswaran, Fong, and 
Lee, 2007).  

BotProbe first filters network traffic to only those that could potentially be botnet 
commands. In the tool as originally proposed, these filters apply to only certain IRC 
packets. Network traffic is then further examined by checking the potential bot’s 
immediate activity after receiving communication. If it appears that the potential bot 
is enacting a command based on the timing and nature of the activity, the potential 
command, bot, and involved IRC server are examined further (Gu et al, 2009).  

The session replay component of the BotProbe operates by recreating the suspected 
command packet and sending it to the potential bot. The response of the bot is then 
examined and compared to the original responses from the filtering phase (Gu et al, 
2009). Other components of the BotProbe include: 

o Explicit Challenge, a captcha sent to potential bots 
o Session byte probing, similar to the session replay probing except that some 

bytes are modified  
o Client replay probing, sending commands to potential bots via IRC as a 

botmaster would instead of replicating packets 
o Man in the middle component, supplementary component designed to 

account for command obfuscation/modification by capturing ongoing 
suspicious communications and replaying them 

o Multiclient probing, supplementary component for applying the BotProbe 
techniques to multiple suspected bots  

 
For the purpose of experimentation, the initial filtering and session replay component 
of the BotProbe tool was recreated by closely follow the literature’s specification. The 
session replay component was chosen as, among the proposed components, it 
could operate without directly interacting with an involved IRC server (Gu et al, 
2009). IRC servers involved with botnet communications are often not malicious by 
design, instead unwittingly used for bot operations (Shanthi and Seenivasan, 2015).  
Isolating only the suspected bot also reduces the potential for unknown factors or 
conflicts during the probing process. For example, if the client replay component of 
BotProbe were to be used and the botmaster has a nick registered for CnC, the 
probe may not be able to join the session or the bot may not respond to a different 
nick. 

During development of the BotProbe components, it became apparent that the 
filtering technique as proposed could only work on a specific protocol, in this case 
IRC. Engineering this part of tool could potential be applied to other protocols, 
however doing so dynamically may not be feasible. Peer to peer protocols, and other 
bespoke methods of communication, may be difficult to detect without overhead or 
the development of more advanced filtering techniques. 
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Once developed, the session replay technique was tested on a simulated IRC 
botnet. The probe was able to successfully determine the operating bots; however, 
the probe also caused the bot respond to a false communication. This unwarranted 
response caused the bot to drop its IRC session, disconnecting it from the botnet. 
This did not impact the detection as the bot activity still took place after receiving the 
spoofed command. However, if a legitimate IRC user became suspected as a bot by 
the filtering process, something the original BotProbe authors anticipated, it may lead 
to legitimate IRC sessions being dropped occasionally (Gu et al, 2009). While not 
necessarily applicable to non-IRC based scenarios, some consideration into further 
development may be required as the probe may have adverse effects on device and 
network functionality. 

The BotProbe technique is limited by a constrained scope, in this case IRC, that may 
prove difficult to expand in a way that can confront emergent threats. The BotProbe 
technique also has the potential to disrupt legitimate services if they are subject to 
probing. The constraint may be remedied through developing a tool able to 
determine communication through means other than protocol filtering. Device and 
network functionality disruption may be mitigated through quarantine or alerting but 
developing such a method on an autonomous IoT network without affecting 
availability may not be possible. If the BotProbe technique were to be reengineered 
to probe different protocols dynamically as they are detected, the consequences of 
spoofing a range of communications may cause problems for certain types of 
networks. The technique would have to be deployed conscientiously, which may not 
be adequate in many scenarios. 

Although limited by scope and potential disruptive results, especially if applied 
dynamically, BotProbe could potentially be reengineered for IoT-based bot detection 
if it were further supplemented. The literature states that the false positive rate for 
the technique is low and that it can detect certain bots after only one command has 
been sent through, assuming the that the command had been successfully carried 
out and that no obfuscation had been applied (Gu et al, 2009). Testing of the 
recreated BotProbe has appeared to have demonstrated that to be the case. If the 
shortcomings of the technique can be mitigated, a modified version of the BotProbe 
technique may prove capable of supporting IoT-based botnet detection. 

CONCLUSION 

It is unlikely that current approaches to botnet detection would have detected a 
sophisticated threat such as Mirai.  Whilst Mirai used comparatively large IoT 
devices (for example, CCTV cameras), there is no evidence of smaller devices, such 
as temperature sensors, being used in this fashion as yet. Current approaches solve 
specific problems by being constrained to being deployed against a particular 
protocol (e.g., HTTP) or a particular transport application (e.g., IRC).  Such 
approaches are problematic in an IoT space where devices use different, simpler 
protocols.  More general solutions are still to be found, but it is likely that a data-
driven approach using one or more machine learning algorithms could prove fruitful. 
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Abstract: The purpose of this paper is to explore and discuss similarities, 
differences, and gaps in government cloud computing security guidelines, as they 
relate to potential cyber warfare. It presents several implementation approaches 
used by governments, and compares three sets of cloud security guidelines. The 
data used in the paper were gathered from various academic, governmental and 
online sources. It was found that although the guidelines varied in terms of detail, 
none of them addresses the potential for cyber warfare and possible consequences 
for government cloud security.  
 
Keyword: Cloud Computing, Cloud Computing Security, Cloud Computing Security 
Guidelines, Cyber Warfare. 
 
Introduction: 
 
Cloud computing is an information technology model whereby computer system 
resources are made available to the user via the internet, thus reducing or 
eliminating reliance on the traditional IT delivery model. Cloud computing can be 
established as a public, private, hybrid, or community cloud. In the public sector, 
many governments have developed what is termed a “Government Cloud” (G-Cloud) 
to reduce or eliminate reliance on external cloud service providers. 
The implementation of cloud systems aids both productivity and efficiency, and 
reduces costs through the provision of on-demand services. Additionally, adoption of 
cloud computing shifts responsibility of IT management to cloud service providers, 
allowing organisations to focus on core business activities. Additionally, cloud 
computing is flexible and can be scaled according to business need. 
Studies have demonstrated that the public sector can realise a 50% to 67% cost 
saving by adopting a public or private cloud system (Alford & Morton 2009). Although 
there exist potential security risks and other considerations, the public sector is 
swiftly adopting and implementing cloud computing among their IT strategies. In 
order to manage cloud security risk, many governments have developed cloud 
security guidelines to assist in protecting the confidentiality, integrity and availability 
of adopters’ and implementers’ data. 
 
Literature review: 
Cloud Computing: 
Cloud computing is defined by experts based on key characteristics (Madhavaiah, 
Bashir & Shafi 2012). It was defined by the National Institute of Standards and 
Technology (NIST) as, “a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can be rapidly 
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provisioned and released with minimal management effort or service provider 
interaction” (Mell & Grance 2011).  
 
Cloud Computing Characteristics: 
The key characteristics that differentiate cloud computing from traditional IT modes 
are on-demand self-service, broad network access, resource pooling, rapid elasticity, 
and measured service (Mell & Grance 2011). While Hurwitz and colleagues (cited in 
Madhavaiah, Bashir & Shafi 2012) identified elasticity and scalability, self-service 
provisioning, standardised application program interfaces (APIs), billing and metering 
of services, performance monitoring and measuring, and security as the key 
characteristics of cloud computing. 
 
Cloud Computing Service Types: 
There are three primary cloud computing services types. These are: infrastructure as 
a service (IaaS); platform as a service (PaaS); and software as a service (SaaS) 
(Nirenjena et al. 2017). Each provides a different set of services to cater for the 
needs of a different type of user, for example, SaaS includes enterprise resource 
planning (ERP) software, PaaS includes database platforms, and IaaS includes 
servers’ usage. 
 
Cloud Computing Deployment Models 
There are four deployment models for cloud computing services. These are termed 
the public, private, hybrid or community cloud (Mell & Grance 2011; Senarathna et 
al. 2016). The titles of these deployment models refer to the users of the cloud 
services infrastructure or a dedicated part of it. For example, in a private cloud setup, 
resources are dedicated to a single customer, while a public cloud setup resources 
are shared amongst numerous unassociated customers.  
 
Government Cloud Computing Adoption Approaches 
Adoption of cloud computing by governments carries an associated risk to critical 
infrastructure. Critical infrastructure, according to Pye and Warren (2007), is defined 
as, “those physical facilities, supply chains, information technologies and 
communication networks which, if destroyed, degraded, or rendered unavailable for 
an extended period, would significantly impact upon the social or economic well-
being of the nation or affect Australia’s ability to conduct national defence and 
ensure national security”. Despite the existing risks, governments have nonetheless 
widely adopted cloud computing systems, using three different approaches 
(summarised in Figure 1).  
 
In Australia, the Federal government currently employs the Microsoft cloud service 
“Azure”, which operates via data centres located in Canberra, Sydney and 
Melbourne (Microsoft 2018). France was in favour of developing a nation-wide 
government cloud, termed “Andromeda,” and contracted two companies, Orange 
and Thales, to undertake this project (Zwattendorfer et al. 2013). In the USA, 
government entities are acquiring commercial cloud services as per their needs and 
selection processes. The UK has established its government cloud and has its own 
software-as-service repository, termed CloudStore, which offers infrastructure, 
software, platform and specialised services (Zwattendorfer et al. 2013). The Omani 
government established cloud infrastructure, “G-Cloud”, offering IaaS, PaaS, SaaS 
and business processes as services (Information Technology Authority 2018). 
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Figure 1: Government Cloud Computing Adoption Approaches 

 
Exploration of Three Governments Security Guidelines  
Cloud security guidelines are generally formulated to help protect the data and its 
confidentiality, integrity and availability (Australian Government 2019a, 2019b; 
Federal Office of Information Security 2017; U.S. Department of Homeland Security 
2018). 
 
Cloud Security Guidelines in Australia 
In Australia, there are two guidelines which target the organisations receiving 
services in addition to the service providers (Australian Government 2019b). These 
are called “Cloud Computing Security for Tenants,” and “Cloud Computing Security 
for Cloud Service Providers”. These guidelines discuss cloud computing risks and 
risk mitigation strategies. They target the cybersecurity team, in addition to cloud 
architects and business representatives, with a focus on sensitive and highly 
sensitive data. The guidelines identified 18 risks. They provide 17 mitigations for 
general risks related to all cloud services types. Also, mitigations for each of the 
individual service types, including five for IaaS, four for PaaS, and two for SaaS. 
 
Cloud Security Guidelines in America 
In the United States, a single set of detailed guidelines, termed “Cloud Security 
Guidance” targets the federal agencies which plan to use, or are currently using, 
existing commercial cloud services (U.S. Department of Homeland Security 2018). It 
identified 30 related considerations and provided templates that address the cloud 
service model, risk analysis, considerations to guide recommendations, cloud 
guidance, applicable FedRAMP (The Federal Risk and Authorization Management 
Program) guidance and controls, and supporting data. Additionally, the guidelines 
include three use cases by federal agencies already leveraging commercial clouds 
or in the process of transition. In contrast with the other guidelines examined in this 
paper, US guidelines have specifically addressed the potential for service outages 
due to natural causes. 
 

Private Service Providers
The public sector uses private cloud computing service providers (e.g. 
USA)

G-Cloud (Government)
The public sector develops its own cloud computing infrastrucure 
and services (e.g. Oman and UK)

G-Cloud (Private Companies)
The public sector uses dedicated infrastrucure managed by private 
providers (e.g. Australia)
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Cloud Security Guidelines in Germany 
In Germany, the guidelines are called “Secure Use of Cloud Services” and target 
persons responsible and employees in cloud usage project groups, IT security 
officers, responsible IT persons, and decision-makers (management) (Federal Office 
of Information Security 2017). The guidelines are to aid the target audience to use 
cloud computing securely. They identify 18 threats, divided into: threats for cloud 
infrastructure and services; threats when using cloud services; and threats when 
introducing and using the cloud. The guidelines approach cloud security using 
project management methodologies, and feature a section addressing risk 
assessment.  
 
Similarities, Differences and Cyber Warfare Related Gaps 
This paper examined Australian, American and German cloud security guidelines. 
While the Australian and German guidelines targeted specific groups of people in the 
adopters' entities, the American guidelines target federal agencies more generally. 
All of the three sets of guidelines address the three cloud service models, IaaS, 
PaaS, and SaaS. Only the German guidelines did not focus on a specific cloud 
deployment model. The Australian guidelines focus on public community, and to 
lesser extent, hybrid and outsourced private cloud, while the American guidelines 
focus on commercial public cloud. 
 
The Australian and German guidelines are brief and identify eighteen risks, with 
German guidelines adopting a project management perspective, and Australian 
guidelines focusing on potential mitigation strategies. The American guidelines, in 
contrast, offer considerably greater detail, identifying 30 considerations with 
templates comprehensively analysing each consideration. While only the American 
guideline addressed service outages due to natural causes, none have specifically 
examined the risks that can be caused by cyber warfare. Table 1 presents a brief 
summary of the key guidelines. 



 

50 
 

Table 1: Comparison between cloud security guidelines in Australia, the United States and Germany 
Country Document 

Purpose 
Target Groups Cloud 

Service 
Model 

Deployment 
Model 

Focus of Document Risks/ 
Considerations 

Mitigations 

Australia 
Designed to assist 
the target audience 
to jointly perform 
risks assessment 
and use cloud 
services securely 

Cybersecurity 
team, cloud 
architects and 
business 
representatives 

IaaS 
PaaS 
SaaS 

Public 
community and 
to a lesser extent, 
hybrid or 
outsourced private 

Use of cloud services 
for sensitive and 
highly sensitive data 
and assist in 
mitigating risk of 
availability and 
integrity for non-
sensitive data 

18 30 

United 
States To help agencies 

understand and 
address risks and 
challenges to use 
the commercial 
cloud environment 
for their data and 
applications 
securely 

Federal 
agencies 

SaaS 
PaaS 
IaaS 

Public commercial 
Cloud - 30 

Detailed 
analysis and 
guidance for 
each 
consideration
/risk 

Germany 

To aid the target 
audience to use 
cloud computing 
securely  

Persons 
responsible and 
employees in cloud 
usage project 
groups, 
IT security officers, 
responsible IT 
persons, 
decision-makers 
(management) 

IaaS 
PaaS 
SaaS 

Private cloud, 
community cloud, 
public cloud, hybrid 
cloud 

Normal and high 
protection 
requirements 

18 

Project 
managing the 
cloud service 
starting with 
cloud 
strategy and 
ending with 
termination of 
cloud usage.  
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Conclusion, Future Research and Recommendations 
Cloud computing is an information technology model where IT services are provided as 
virtual services and can be deployed as public, private, hybrid or community cloud. 
Cloud services include three service types: infrastructure as service; platform as 
service; and software as service. There are many advantages to cloud computing, 
including cost reduction, as well as improving efficiency and security. 
Despite potential security risks, many governments have chosen to adopt cloud 
computing using different implementation approaches. These involve commercial cloud 
services, government cloud services developed by government, and government cloud 
services developed by private companies. In order to facilitate secure use of cloud 
services, cloud security guidelines have been developed, which vary markedly 
between governments.  
 
The security guidelines presented in this paper have a similar scope and cloud service 
deployment model coverage, and a similar focus but with different structure and detail 
levels. The security guidelines examined in this paper have both a similar scope, and 
coverage of service deployment models, they differ in structure and the level of detail 
offered. The guidelines studied in this paper did address the risks associated with 
cyber warfare.  
 
Cloud computing is being adopted and implemented by many governments and by 
identifying the gaps in the current security guidelines, this paper highlights the need to 
consider cyber warfare as a risk to be mitigated. This paper also raised the issue of the 
brief nature of some of the guidelines. Therefore, great need exists to further develop 
the breadth and depth of these guidelines, addressing various probable risk scenarios 
and offering potential mitigations.  
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Abstract 
 
Security decision-making processes have been increasingly relying on technology- 
generated information, including automated algorithms, big data analytics, and drone 
imaging. While incorporating valuable information into security decision-making 
processes, these methods also entail several inherent weaknesses, which lead to 
erroneous, irreversible, decisions. This article focuses on the role played by technology-
generated data in security decision-making processes, and the dangers associated with 
this heavy reliance on technology. To provide fresh insight into these processes, the 
article employs interdisciplinary theories of risk assessment, organizational decision-
making, and international law, and compares four incidents in which both U.S. and Israeli 
militaries blamed the technology and its implementation for erroneous targeting of 
civilians. The article finds that despite their objective and neutral pretence, big data 
analytics and drone imaging involve value-infused predictions and interpretations which 
increase the risk of error, while producing a sense of robustness and clarity. Additionally, 
while these methods increase the volume of available information, they place further 
challenges on the decision-makers and skew their risk assessment. Instead, it is 
recommended to redefine “data” for the purposes of security decision-making, to avoid 
transforming inconclusive information into brute facts, and to mandate further 
investigation, where needed, rather than completing the missing information with 
automated processes. Importantly, the outputs of automated communication and 
intelligence gathering systems should be questioned and re-evaluated to make sure 
individuals are not being killed based on misrepresentation of the intelligence, and 
uncritical assessment of the data accuracy and robustness. 
 
KEYWORDS 
 
Big data, automated algorithms, drome imaging, intelligence, fact-finding, heuristics 
and biases, risk assessment. 
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Discussion notes: 
 
On October 3, 2015, at 2:08 a.m., a United States Special Operations AC-130 gunship 
attacked a Doctors Without Borders hospital in Kunduz, Afghanistan, with heavy fire. 
Forty- two people were killed, mostly patients and hospital staff members. A U.S. military 
investigation concluded that the attack resulted from several factors, including significant 
failures of the electronic communications equipment that prevented an update on the fly. 
 
On the morning of February 21, 2010, an OH-58D Kiowa helicopter fired Hellfire missiles 
and rockets on three vehicles in Uruzgan Province in Afghanistan, destroying the 
vehicles and killing 23 civilians. A U.S. military investigation report found that inaccurate 
and unprofessional reporting by the predator drone operators led to the airstrike.1 
 
On January 5, 2009, around 6:30 a.m., Israeli forces fired several projectiles at the Al- 
Samouni family house south of Gaza city, killing twenty-one family members who took 
refuge in that house.2 An Israeli military investigation found that this attack resulted from 
erroneous reading of a drone image.3 
 
On July 22, 2002, the Israeli Air Force dropped a one-ton bomb on Hamas’ operative 
Salah Shehadeh’s house in Gaza City, killing, in addition to Shehadeh and his assistant, 
13 civilians, 8 of them children.4 An Israeli commission of inquiry found that the heavy 
and unintentional collateral damage resulted from erroneous assessments of the 
available intelligence, including misinterpretation of aerial images. 
 
These four examples represent cases in which U.S. and Israeli armed forces 
acknowledged operational errors that led to mistaken attacks on civilians. The 
unintentional killing of civilians in each of these examples was attributed by both U.S. 
and Israeli militaries to errors relating to electronic systems, technology-generated data, 
and the way in which the data were utilized by military personnel and processes. These, 
and many other, similar, incidents demonstrate an urgent need to reconsider the heavy 
reliance on technology during 
 

 
1 AR 15-6 Investigation, 21 February 2010. Air-to-Ground Engagement in the Vicinity 
of Shahidi Hassas, Uruzgan District, Afghanistan, HEADQUARTERS UNITED STATES 
FORCES, AFGHANISTAN, 21 May 2010. Available at: 
https://archive.org/details/dod_centcom_drone_uruzgan_foia/page/n1 
2 The Goldstone Report, supra note 5, at 161-62. 
3 ISR. MINISTRY OF FOREIGN AFFAIRS, GAZA OPERATION INVESTIGATIONS: 
SECOND UPDATE 6 (2010), 
http://www.mfa.gov.il/mfa/foreignpolicy/terrorism/pages/gaza_operation_investigations
_second_update_ju ly_2010.aspx; Amira Hass, What Led to IDF Bombing House Full 
of Civilians During Gaza War?, HAARETZ (Oct. 24, 2010), 
http://www.haaretz.com/israel-news/what-led-to-idf-bombing-house-full-of-civilians-
during-gaza- war-1.320816 [https://perma.cc/Y65P-HXM2] (archived Dec. 31, 2017). . 
4 Meyerstein, ‘Case Study’. 
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real-time military decision-making, and to identify effective methods to better incorporate 
technology-generated data in military decision-making processes, alleviating some of its 
inherent weaknesses. 
 
A growing literature has been identifying the growing reliance on technology- generated 
data in military decision-making, including big data analytics, automated algorithms, and 
drone imaging.5 As their level of autonomy and sophistication increases, these 
technologies are becoming an inseparable part of military decision-making, and their 
utilization is constantly increasing. The general notion is that these new technological 
developments improve decision-making processes by providing immediate, accurate, 
relevant, and timely information that complements traditional forms of information-
gathering and assists decision-makers in reaching more accurate decisions.6 However, 
as this article argues, while adding valuable information, these methods place additional 
burdens on decision- makers, and may hinder the decision-making process rather than 
improve it. In particular, it is argued that reliance on big data analytics and real-time 
drone imaging masks the human factor and the potential of error, by presenting the 
outputs as objective, complete, and neutral; and that it disguises value-judgements and 
predictions as brute facts, triggering organizational biases and mistaken interpretation 
and implementation of the data. The heavy reliance on sophisticated predictive 
technology, combined with preventive legal regimes, engenders law- fulfilling prophecies 
which are prone to erroneous risk assessments and produce data-generated avatars 
that replace the real persons – or the actual conditions on the ground – with no effective 
way available to refute these virtual representations. The result is faulty decision- making 
processes that are continuously leading to irreversible, deadly, outcomes. 
 
This paper employs interdisciplinary theories of risk assessment and organizational 
decision-making to analyse the new fact-finding techniques which have been 
increasingly utilized during military decision-making processes. The paper deals 
specifically with the new challenges arising from the reliance on big data analytics and 
drone imaging in two 
 

 
5 See, among others, Andrew Guthrie Ferguson, Big Data and Predictive Reasonable 
Suspicion, 163 U. Pa. L. Rev. 327; Johnson, Benjamin, "Second Prize: Coded Conflict: 
Algorithmic and Drone Warfare in US Security Strategy." Journal of Military and 
Strategic Studies 18, no. 4 (2018); Suchman, Lucy, Karolina Follis, and Jutta Weber. 
"Tracking and Targeting: Sociotechnologies of (In) security." (2017): 983-1002; Weber, 
Jutta. "Keep adding. On kill lists, drone warfare and the politics of databases." 
Environment and Planning D: Society and Space 34, no. 1 (2016): 107-125; Oron-
Gilad T, Parmet Y. Close target reconnaissance: a field evaluation of dismounted 
soldiers utilizing video feed from an unmanned ground vehicle in patrol missions. 
Journal of Cognitive Engineering and Decision Making. 2017 Mar;11(1):63-80. 
6 Barnes, M., & Jentsch, F. (Eds.). (2010). Human-robot interactions in future military 
operations, Burlington, VT: Ashgate; Ntuen, C. A., Park, E. H., & Gwang-Myung, K. 
(2010). Designing an information visualization tool for sensemaking. International 
Journal of Human–Computer Interaction, 26(2–3), 189–205 
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jurisdictions: the United States and Israel, by shedding light and learning from a careful 
analysis of the four erroneous attacks described above. These four cases were 
selected because they represent a variety of technology-related operational failures, 
as well as due to the rarity in which detailed military findings concerning operational 
failures are provided to the public. 
 
Mark Twain, quoting Benjamin D’israeli, stated in his autobiography already in 1904 
that there are three types of lies in the world: lies, damn lies, and statistics.7 The point 
was, that statistical calculations and predictions are misleading, deceiving, and 
biased.8 Indeed, statistical calculations and predictions, which today are often 
produced using big data analytics and complex algorithms, have very different 
qualities than brute facts. The data can be presented in different ways, analysed using 
different methods, and can tolerate different interpretations. 
 
To improve the outcomes of military decision-making, this article recommends, based 
on lessons learned from the four case studies, several means to better incorporate 
technology- generated data into military decision-making processes. First, greater 
transparency is required concerning the completeness, certainty, and reliability of the 
relevant data, the way it was generated, and its limitations. Second, value-judgments 
and predictions should be highlighted and separated from brute facts. Third, drone 
imaging and its interpretation should be compared with and completed by other 
sources of information. Fourth, where information is missing, it should not be 
completed by algorithms and assumptions, but rather may warrant further investigation 
and collection of additional information. Finally, the outputs of drone imaging and 
automated algorithms should be questioned and re-evaluated, making sure individuals 
are not being killed based on misrepresentation of the data, and uncritical evaluation 
its accuracy and robustness. Technology-generated data has many promises for 
military decision-making; at the same time, it can trigger erroneous decision- making 
processes leading to the loss of human lives. At a time when preventive legal regimes 
are increasingly aligned with predictive fact-finding processes, it is essential to develop 
effective ways to better integrate predictive technology-generated data into decision-
making processes based on lessons learned from many war room failures. 
 
 
 
 
7 Mark Twain, Autobiography, Volume I (Berkeley, Los Angeles and London: 
University of California Press, 2010), p. 228. This quite, however, was probably 
wrongly attributed to D’Israeli, and it is uncertain who was the first to coin it. See: Lies, 
Damn Lies, and Statistics, Department of Mathematics, University of York (2012), 
available at: https://www.york.ac.uk/depts/maths/histstat/lies.htm. 
8 Mark Twain, Autobiography, at 228. 
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Abstract: Attacks on Industrial Control Systems (ICSs) can lead to plant shutdown 
and destruction of property that can cost millions in damages and lost production. 
Even worse, such attacks can result in loss of life, for example, if malware placed on 
devices were to cause equipment to explode and/or release toxic fumes. More 
serious could be attacks on critical infrastructure, where as well as damage and loss 
of life at a plant, many people could be left without services such as water, gas or 
electricity. In addition, the output of industrial systems can be vital to a country’s 
economy. Due to the potential damage that could be caused by such risks being 
realised, more research into the feasibility of firmware attacks and how to detect 
them is needed.  We observe some problematic aspects of detection of tampering in 
software.  Our contribution is to examine challenges in ICS security with respect to 
embedded firmware and to suggest mitigations.   
 
INTRODUCTION 
Industrial control systems (ICSs) are systems used for monitoring and automating 
operations in critical infrastructure such as water, electricity and transportation. 
There are many types of control systems such as supervisory control and data 
acquisition (SCADA) and distributed control systems (DCS). Specialised devices 
used in ICSs include programmable logic controllers (PLCs) and remote terminal 
units (RTUs). PLCs interface with the hardware, taking input from sensors (e.g., 
switches or level sensors) and controlling actuators (e.g., pumps, motors or alarms) 
in response. Remote terminal units are devices which monitor sensors and send 
telemetry back to supervisory systems which display the plant status in a graphical 
interface for human operators (Babu, Ijyas and Varghese, 2017).  

There is growing concern over the security of supply chains across ICS 
environments (Greene & Johnstone, 2018; Hawk & Kaushiva, 2014). The United 
States Government is also concerned about supply chain attacks after the 
compromise of military contractors (Nissen, 2019). Devices need to be produced by 
a manufacturer using parts produced by other manufacturers and sent to the 
customer. The manufacturers and the client may be in different countries. This gives 
an attacker multiple places to intercept and tamper with the device or parts of it. This 
also applies to software. Device firmware, when updating is allowed, is commonly 
verified using digital signatures or hashing. This allows the customer to check 
whether their firmware image matches one produced by the manufacturer that is 
presumed to be secure. This prevents tampering between the manufacturer and the 
customer. However, if the manufacturer is compromised the firmware image that the 
signature is computed on may be modified to contain malicious code (Basnight, 
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Butts, Lopez, & Dube, 2013a). In this case it would be beneficial to have a method of 
determining the security of the firmware based on its contents, which determines its 
actual behaviour. 

In the following section we examine the difficulty of detecting changes in PLC 
firmware, especially when it is compromised at the source. 
 
DETECTION OF TAMPERING IN FIRMWARE 
Injecting malicious code into PLC firmware is extremely difficult to detect since such 
code may be injected in a supply chain compromise between the manufacturer and 
customer instead of breaching a customer’s network. 
 
The main methods of detecting firmware tampering are hashing and/or digital 
signatures to verify the firmware before uploading it to the device. However, it is not 
impossible for malicious firmware to be signed by the manufactures private key if the 
key has been compromised (Basnight, Butts, Lopez, & Dube, 2013b). For example, 
Stuxnet was signed using trusted certificates (Dunn, 2019), and more recently, 
ASUS’s updater was hacked to send out a malicious signed update (ASUS, 2019). A 
PLC manufacturer’s download site could potentially also be hacked to provide a 
maliciously-modified firmware. Reverse-engineering and examining the firmware to 
see how it actually behaves is possibly the only way of knowing whether the 
firmware can be trusted.  

Some methods have been researched in order to detect malicious changes to 
control logic and firmware. Research has been undertaken in creating devices to 
intercept control logic downloaded onto PLCs to help an engineer determine if it will 
behave as expected even if a workstation has been compromised.  Yang et al. 
(2018) suggest adding runtime behaviour monitoring to PLC firmware which 
compares the values being written by the PLC and the timing with a specification for 
some of its behaviour, such as valid output ranges.  Davidson, Davidson, Moench, 
Ristenpart, and Jha (2013) used symbolic execution to find vulnerabilities in firmware 
for MSP430 microcontrollers, but their tool requires source code. 

Some methods have been researched in order to detect malicious changes to 
control logic and firmware.  While there is some public research on detecting 
vulnerabilities in firmware, there seems to be a lack of research specific to PLCs. 

Further, generic research on detecting malware and vulnerabilities in firmware may 
not be directly applicable to PLCs for several reasons. Firmware intended for more 
general-purpose devices such as phones is often a general-purpose operating 
system (such as the Linux kernel in the case of Android) with application software for 
the user interface and drivers specific to the hardware. This is in contrast to PLCs 
which tend to have monolithic firmware; instead of a general-purpose kernel with a 
file system and application software, the firmware is a single binary program of just a 
kernel. In addition, common strategies of malware detection such as signature 
scanning may not be as applicable to PLCs.  Table 1 lists key challenges in 
maintaining the security of PLCs and some potential mitigations. 
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Table 1: Challenges in PLC security and their mitigations 

Challenge Mitigation(s) 

Insecure network protocols, e.g. replay 
attacks, pass the hash 

Using more secure protocols; 

 

Isolating access to the subnet through a 
VPN 

Modifying the control program Good security practices that help stop 
an attacker from being in the position of 
modifying the program (e.g., by 
compromising a workstation); 

 

Bump in the wire devices that allow an 
engineer to verify the behaviour of the 
transmitted program. Can also 
potentially use logical methods 

to automatically verify against security 
constraints; 

 

Monitoring, in firmware or external 

Attackers modifying the firmware External monitoring; 

Signing, though keys may be 
compromised; 

 

Reverse engineering to find malware 

– Need to understand the structure of 
the firmware 

– Need to locate the malware in the 
firmware 

Attackers exploiting the firmware Fuzzing 

– Embedded devices tend to hang or 
continue in an incorrect state instead of 
an observable crash; 

 

Reverse engineering to review code 
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– Need to understand the structure of 
the firmware 

– Need to find vulnerabilities 

 
CONCLUSION 
Whilst there are no published examples of malware in PLC firmware, the threat is a 
subtle one and should not be dismissed.  Given the plethora of suppliers of SCADA-
based systems (each with their own code base), the threat surface is large and 
complex.  The shift from the deployment of PLCs to RTUs, may in some part, reduce 
the potential for threats to be realised, but the rapid development of the Industrial 
Internet of Things (IIoT) and large deployments of IIoT devices may negate any 
security gains.  Current approaches to integrity checking in software management 
and delivery systems, such as code signing or hashing would not detect a threat 
where malware was injected at the source (because the source is inherently trusted 
by the deployment).  Static approaches such as reverse engineering show promise 
but are constrained by time-they are labour-intensive, even with sophisticated tool 
support.  Dynamic approaches are problematic in an ICS space as plant availability 
or production is valued over any other security-related driver.  Clearly, more work 
needs to be done in this area, given the significant economic loss that would be 
caused by a failure of critical infrastructure-perhaps machine learning systems could 
assist given the volume of data. 
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Abstract 
The Centre for Cyber Security, Research & Innovation (CSRI)* research group at Deakin 
University in partnership with the Geelong Chamber of Commerce (GCoC) undertook an 
online cyber-security survey involving the GCoC business membership community. The 
intention of this research project is to seek and report upon the attitudinal feedback of 
Small to Medium Enterprise (SME) businesses to measure their cyber-security preparedness, 
engagement, awareness, resilience and identify potential cyber-security gaps within the 
broader business community.   
 
Introduction 
The GCoC is a business association consisting of nine hundred (900) member organisations. 
Ninety-five percent (95%) of members are categorised as SME businesses with less than 
twenty (20) employees. Furthermore, there is a diverse number of differing business 
categories within the GCoC membership cohort and each business will have their own 
contextual interpretations of their cyber-security posture and information management 
capabilities (GCoC, 2019).  
 
While technology has enabled more individuals and businesses alike to connect to the 
Internet, it has also enabled criminals to exploit new victims as demonstrated with 13, 500 
incidents of cybercrime reported in the past three months to the Australian Cyber Security 
Centre (ACSC). Resulting in lost money via online fraud, identity fraud and ransomware 
attacks with email compromise being the most prevalent social engineering cyber-security 
issue for businesses. The per annum cost of cyber-security incidents to Australian business is 
estimated to be up to $29 million (Borys, 2019).   
 
Business cyber-security experiences may be similar or differ significantly based on 
resources, individual and business capabilities and investment in managing cyber-security 
and information management practices, regulation, policies, training commitment and 
cultural awareness. This case study serves as a pilot online survey for a broader Australia-
wide research related survey.  
 
Geelong Case Study: 
Geelong is the second largest port city in regional Victoria, Australia and is situated on the 
shores of Corio Bay approximately 75km south-west of the state capital Melbourne. The 
business opportunities have diversified from a traditionally narrow largely heavy 
manufacturing capability and associated businesses. Towards a more broader innovative 
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and diverse industry base including emerging health care, education research and training, 
retail, agriculture and advanced manufacturing (Geelong Australia, 2018).  
 
Research Questions 
Analysis of cyber-security broadly identifies that the presence of the following three (3) key 
elements indicates the existence of a cyber-secure environment, 1. Confidentiality, 2. 
Integrity and 3. Availability of the respective business information systems. If any or all of 
these elements are not evident, then the cyber-security environment is considered as 
insecure.  
 
Research Question 1: Are there any significant differences or similarities in the way GCoC 
members manage their cyber-security status?  
 
Research Question 2: What are the identifiable cyber-security issues and gaps relating to 
the way GCoC members secure their business environment?  
 
Research Question 3: What are the identifiable cyber-security factors, policies, levels of 
awareness and cultural issues that impact GCoC members?    
 
If any differences, similarities, inconsistency or lack of cyber-security presence findings are 
identified, what implications could this have on current business cyber-security practices 
within the Geelong regional business community? What prioritised recommendations 
should be forthcoming?  
 
Research Method  
Geelong area SMEs were invited to participate in an online survey via email invitation 
seeking responses from within the membership list of the GCoC. All respondents were 
informed via the survey’s Plain Language Statement as to the anonymous nature and intent 
of the cyber-security survey and that their informed consent will be sought prior to 
accessing the online survey instrument, which aligns with Deakin University’s Research 
Ethics Policy.   
 
The online survey invitations were sent out via email and consisted of an additional two (2) 
reminder emails to prompt and illicit responses over a four (4) week period commencing 
March 2019. The survey questionnaire consisted of a maximum of thirty (30) questions 
including forced and free-format text question responses. The data was collected using the 
Qualtrics software package managed by Deakin University and was analysed using Microsoft 
Excel. Data was extracted from the Qualtrics platform in Microsoft Excel comma delimited 
format and coded for subsequent analysis. All data was checked to ensure consistency in 
representation and formatting so that subsequent analysis was possible. As the number of 
observations was limited (n = 15) and the sample method was self-selection, summary 
statistics only are provided. While the summary information presented in this research 
provides valuable insight, it is noted that proportions represented in self-selecting surveys 
can be misrepresentative.  
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Online Survey Themes 
The following general constructs of the research sought to illicit responses relating to an 
appreciation and understanding of the current Geelong SME business cyber-security status:   

• SME Demographics - to illicit general information about particular business 
demographics 

• Cyber Security Confidence - to determine the initial confidence of the business’s 
cyber-security strategic setup. 

• Cyber Security Awareness and Culture - to determine the level of cyber security 
awareness and culture within the business. 

• Cyber Behaviours and Practices - to determine workplace behaviours and practices.  
• Cyber Security Policies - to find out what policies, if any, are established and 

followed. 
• Cyber Security Measures - to find out what security measures are in place. 
• Business Continuity Planning - Business continuity planning describes the processes 

and procedures a business puts in place to ensure that essential functions can 
continue during and after an incident, including an immediate incident response and 
disaster recovery to enable business continuation and recovery.  

• Information Security Management - to determine information disclosure breaches 
and information or data management practices. 

• Cyber Security Feedback - the final part of the survey inviting ad hoc comments and 
details concerning the business surveyed. 

Upon analysis of all the data collected, recommendations and possible solutions will be 
subsequently provided to assist and guide businesses with best practice approaches 
designed to address cyber-security gaps and bolster cyber-security within the SME business 
community. Additional, and specific cyber-security and information management advice will 
also be offered to those businesses requiring further specific educational, awareness and 
technical assistance. 
 
Online Survey Response Rate and SME Demographics 
Approximately 900 Geelong Chamber of Commerce registered businesses were emailed an 
invitation and link to participate in the survey. Of these, 15 responded, with 2 of those 15 
responses, failing to complete all of the questions on the survey. This represents a response 
rate of 1.7% 
 
Six, or 40% of the responses, came from the business professional and commercial services 
industry sector. Five of the responses were from businesses claiming to have traded for 
more than 20 years. All responding businesses indicated that they use the Internet in some 
way. 
 
Key Online Survey Analysis Findings 
When respondents were initially asked where their business first learnt about cyber-security 
and a baseline starting point, 40% of respondents indicated that they had no formal training 
and were self-taught when it came to their business and cyber-security. Other notable initial 
findings from the online survey participant s responses have revealed some interesting 
insights as per the following research themes too. 
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Cyber Security Confidence 
Most individual respondents (84.6% or greater) indicated that they felt at least somewhat 
confident, very confident or extremely confident in managing the perceived cyber-security 
risks as follows:  

• Uncontrolled use of mobile devices including phones, tablets, laptops (92.3%). 
• Incorrect system configuration (100%). 
• Internet downloads (100%). 
• Malware i.e. malicious software (100%) 
• Emails viruses (100%). 
• Hacking attempts by external hackers (84.6%) 
• Insider attacks by disgruntled employees (91.7%). 
• Email scams (92.3%). 
• Disclosure of business or customer information (92.3%). 

These results indicate that in general the individual responding to the online survey felt at 
least somewhat confident in their ability to manage the listed cyber-security risks if they 
occurred. 
 
Cyber Security Awareness and Culture 
When it came to how important cyber-security awareness of other employees was to the 
business. Individual respondents mostly (84.6%) indicated that cyber-security awareness 
was important, with 15.4% of respondents indicating that it was more important than 
anything else.  
 
Furthermore, when respondents were asked if other employees within the business could 
recognise a cyber-security incident, 62% of respondents indicated that they could recognise 
a cyber-security incident. Yet when it came to providing employee training to raise cyber-
security awareness, 15% of respondents indicated no training was provided with only a 
further 15% indicating that only minor training was provided. 
 
Cyber Behaviours and Practices 
Of the listed practices, respondents were able to select multiple “primary uses”. The most 
widely indicated use is for email communication purposes (21% of all claimed uses). The 
following graphs represent the working behaviours of the respondents.  
I am supplied with a suitable work computer strictly for business activities. 
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There is a work computer that is shared by various work colleagues 

 
I use my individual work computer for both work and personal activities 

 
When it came to filtering software, 100% of respondents indicated that they used filtering 
software to restrict access to harmful Internet sites and when asked whether a specific 
password is required to access their work computer. 100% of respondents indicate 
password access is required for work computers. 
 
I am prompted and compelled to change my work password on a regular basis 

 
100% of respondents indicated that there is a firewall existing between my work computer 
and the Internet. 
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I can bring my own mobile computing device to work and access the business systems and 
the Internet 

 
 
Next respondents reported that the top three cyber-security issues over the last two years 
were as follows: 

• Email attacks relating to phishing emails and scams (31%). 
• Hacker attacks, externally based (20.69%). 
• Virus attacks (17.24%). 

 
This outcome indicates that 31% of the cyber-security issues were a function of email 
attacks. 
 
When it came to seeking help or action advice most people (41%) would seek assistance 
from an IT professional. 
 
Cyber Security Policies 
Respondents asked if their business had a cyber-security policy. 69% of respondents 
indicated that they do not have a cyber-security policy. Additionally, 69% of respondents 
indicated that their business did not have a policy regarding the use of business or 
employee email. When it came to a BYOD policy, 30.77% indicated that there was indeed a 
policy in place with a further 38.46% of respondents indicating that they were provided with 
the necessary mobile devices and had no need for a BYOD policy. 
 
Cyber Security Measures 
Interestingly, when respondents were asked if they applied or adhered to any IT process or 
security frameworks and/or security standard. 30.77% of respondents were unsure if this 
was a business requirement.  
 
Business Continuity Planning 
A good outcome was that 69.2% of respondent businesses had a functioning Disaster 
Recovery Plan (DRP) with a further 61.5% of respondent businesses also having an Incident 
Response Plan (IRP). 
 
Information Security Management 
Respondents were asked how confident they were that their employees possessed the 
information management knowledge and skills needed to maintain the security of your 
critical information assets. Notably, 15.38% of respondents were not confident that their 
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employees had the skills necessary to maintain critical information security. Additionally, 
respondents were asked what would be the likelihood of their business investing in 
information management awareness and training. As the following graph indicates:  
 

 
Most respondents (69%) indicate that their business is likely to invest in information 
management awareness and employee development solutions in an ongoing manner. 
 
Research Question Responses 
RQ 1: Are there any significant differences or similarities in the way GCoC members manage 
their cyber-security status?  
Yes there is, by and large businesses are self-taught when it comes to managing cyber-
security risks and are confident that they can deal with most cyber-security risks. With a 
majority of users indicating that they are compelled to change their access password on a 
regular basis. Many SME’s do have active DRP and IRP in place within their SME to protect 
valuable information. 
 
RQ 2: What are the identifiable cyber-security issues and gaps relating to the way GCoC 
members secure their business environment?  
There is an indication that a large proportion of SME staff are utilising and accessing a single 
shared common computer system within their business. Along with an indication that many 
users are using their work computer for both business and personal activities. Furthermore, 
survey respondents indicated a lower level of confidence in their colleague’s skills when it 
came to dealing with cyber-security issues or managing information security within the 
business.    
 
RQ 3: What are the identifiable cyber-security factors, policies, levels of awareness and 
cultural issues that impact GCoC members?    
 
There is an indication that approximately two-thirds of respondents are using their own 
mobile devices at work without any policy coverage and there is some confusion or 
misunderstanding of the potential benefit of adhering to a security standard.  
 
Future Research 
Additionally, research will be undertaken via additional focus groups. These groups will 
consist of voluntary participants who have indicated their willingness to participate from 
within the online survey respondents. The intention of the focus groups is to illicit 
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qualitative feedback about the interactions of business people with cyber-security, 
associated technologies, policies and awareness within their respective businesses. 
 
Conclusions 
The cost of cyber security issues to Australian businesses is well documented. A Microsoft 
commissioned study for example, reported that the direct costs to Australian businesses 
each year is $29 billion per year (Microsoft, 2018). Noting that businesses can be 
threatened, at risk, or under actual attack from cyber-security incidents and not realise, as 
well as noting that making any public statement about such threats, risks or attacks has the 
possibility of affecting an organisations public image, including current and prospective 
investor perception (and therefore effecting investor decisions), the information sought in 
this type of research is very difficult to obtain. That is, identifying and quantifying the 
perceived and actual threats to businesses is a monumental task, as is evidenced in this 
research, with only 1.7% of the Geelong Chamber of Commerce registered businesses 
responding. Nonetheless, this research provides an important summary information from 
which, business perspectives of cyber security issues that are important and relevant to 
their trading landscape, can begin to be considered and recorded.  
 
The cyber-security summaries derived from this research will focus on delivering insightful 
cyber-security advice to address the identified issues and security gaps within GCoC 
businesses. With the intent to then assist and support those individual businesses seeking to 
address and upgrade their own specific cyber-security capabilities, readiness, awareness 
and information asset management processes.  
 
Lastly, from the perspective of business, this research should enable a business to increase 
their respective cyber-capabilities, education and resilience by assisting them to identify, 
reduce and manage their cyber-risks. This research should give rise to improved business 
outcomes, through balancing informed cyber-security protection and information asset 
management, with competing business goals. 
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Abstract 

The digital economy is important for Indonesia and is projected to grow to US$120 billion by 2020, 
comprising about 12 per cent of its GDP. Indonesia faces two challenges to its future digital growth 
and integration into the global digital economy. First, ensuring the integrity of the security of online 
business transactions and exchanges. Without reliable cybersecurity systems, 150 million Indonesian 
internet users remain exposed to security threats. Second, tackling the critical shortage of skilled 
cybersecurity professionals, which is impeding competitiveness and growth. The Indonesian 
government estimates that its digital industry needs to skill-up 600,000 workers a year to support 
business IT functions. This paper provides an overview of the key issues, risks, and challenges to 
Indonesia’s growing digital economy. Based on desktop research, it reviews policy and industry 
reports, academic literature, and online/digital media. The paper identifies opportunities for 
Indonesia to accelerate the growth of its digital economy through cybersecurity policies and 
regulatory strengthening and the development of a national skills and training framework. 

E-commerce in Indonesia 

Indonesia’s e-commerce sector comprises US$5 billion of formal e-tailing and more than US$3 billion 
of informal commerce (Das, Tamhane et al. 2018). Companies like JD, Lazada, Shopee, and Tokopedia 
are flourishing in the country. New and smaller online retailing start-ups are also proliferating. 
Indonesia has the largest online commerce market in Southeast Asia, with revenues predicted to grow 
to $20 billion by 2022.  

A significant driver to Indonesia’s e-commerce growth is the increasing number of Micro, Small, and 
Medium Enterprises (MSMEs) participating online. Micro sized enterprises are defined as enterprises 
that typically generate annual revenue that is less than IDR300M (~ AUD 30,000); small with revenue 
of between IDR300M and IDR2.5B (~AUD 250,000); and medium with annual revenue of more 
IDR2.5B.  MSMEs account for 99 per cent of all business in Indonesia and provide 89 per cent of 
private-sector employment in the country (Asia Pacific Foundation of Canada, 2018). 
According to consultancy, McKinsey & Company, the number of online sellers in Indonesia had 
doubled each of the past three years to reach 4.5 million active sellers in 2017.  About 99 per cent are 
micro enterprises selling their own products, resellers or distributors. 
 
MSME’s growth is driven by population size and the rapid expansion of mobile phone users with the 
highest rate of e-commerce use. Out of a total of 268 million population, 91 per cent of Indonesian 
adults use any type of mobile phone, while 60 per cent of them are smartphone users. (We are social, 
2019). Further, Indonesia boasts the highest rates of e-commerce users of any country in the world, 
with 90 percent of the country’s internet users between the ages of 16 and 64 reporting that they 
already buy products and services online. (We are social, 2019) 
 
The existence of a robust cybersecurity system is crucial for Indonesia’s rapidly expanding digital 
economy and to fully realise its financial and non-financial benefits - from enterprise growth, 
international trade, to employment and digital social inclusion. 
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Indonesia national cyber security  

Indonesia’s cyber security is starting up.  In January 2018, the government established a national 
cyber security agency, Badan Siber dan Sandi Negara (BSSN) as part of its national critical 
infrastructure, create standards for industry and support its growth.  Currently, Indonesia has no 
national cyber security strategy in place.  International collaboration is a core element in Indonesia’s 
cyber security strategy. In September 2018, Indonesia signed a bilateral Memorandum of 
Understanding on cyber security cooperation with Australia (Austrade, 2019).  Two months later, 
Indonesia and the United States agreed on a cyber security pact. 

Figure 1 Indonesia National Cyber security – Obstacles and Challenges (Nugraha and Putri 2016) 

Nugraha and Putri (2016) attempted to map the 
landscape of cyber security in the country. They 
identified the various stakeholders and regulations 
associated with cyber security and found that 
Indonesia’s cyber security is largely focussed on 
national security and protection of its 
infrastructure and less on commercial activities, 
which presumably are viewed as the responsibility 
of the private sector. Nevertheless, their 
investigation portrays a complex environment of 
cyber security in Indonesia, with many obstacles 
and challenges (See Figure 1) and major issues 
related to the human factor, governance, and 
infrastructure. 

While Indonesia does not yet have a national cyber security, Australia on the other hand has a 
comprehensive cyber security strategy it released in 2016.  The strategy consists of three pillars 
policy, operations and international engagement (Figure 2). 

Figure 2 Australia Government Security Architecture (Australia Cyber security Strategy 2016 p.24) 

Policy is driven by the Prime Minister office ensuring 
leadership and advocacy of the work. 

Operation is managed through the Australian Cyber 
Security Centre (ACSC) which guides the nation cyber 
security priorities. ACSC also provides cyber security 
advice in the form of Consumer Guides, Australian 
Communications Security Instructions and other 
cyber security-related publications; and 

The Department of Foreign Affairs and Trade leads 
Australia’s international effort ensuring a coordinated 
approach to cyber security in the region. 

Additionally, ACSC plays significant roles in promoting and improving cyber security awareness to 
small businesses and consumers, encouraging a safer environment for E commerce activities.  

When considering Indonesia’s cyber security environment, four key issues stand-out: human capital 
and capacity development, policies and regulations, digital infrastructure and the global/international 
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environment.  Table 1 provides a summary of the issues, risks and challenges in Indonesia cyber 
security environment.   

Table 1: Issues, risks, and challenges in Indonesia’s cyber security environment 

Issue Risks Challenges 

Human capital and capacity 
development  

Unable to achieve targets Digital literacy 
Lack of awareness of cyber security threats 
Mismatch between workforce skills and 
employer/industry skill requirements  
Lack of skilled cyber security workforce 
Skills and competencies curriculum do not meet global 
standards (e.g. CSEC2017) 
Lack of certified professionals 
Lack of accredited programmes and training institutions 

Policies and regulations Loss of trust 
No legal certainty  

Coordination of ministries and units in the development 
of policies 
Ensure regulation’s availability and clarity 

Digital infrastructure Unable to conduct efficient 
and effective business  
Unable to compete in 
global market 

Lack of a uniform high-speed internet connection 
Scalable e-payment alternatives (other than credit cards) 
Digital access divide (i.e. urban vs. regional) 

Global/ international 
environment 

Unable to join global 
market 

Adoption of open, international, industry, and technical 
standards for data exchange and systems 
interoperability 
Alignment with the ASEAN and relevant convention, e.g. 
ASEAN Network Security Action Council, International 
Telecommunication Union (ITU), APEC Privacy 
Framework 
Alignment with bilateral and multilateral trade 
agreements, e.g. the Indonesia–Australia 
Comprehensive Economic Partnership Agreement 

 
Developing human capital and capacity in cyber security  

Online security is focussed on the protection of e-commerce assets from unauthorised access, use, 
alteration, or destruction. When consumers conduct online transactions, they need to know that their 
online transactions are trusted and safe, and that they will enjoy the same legal protection as they do 
when dealing with traditional businesses.  

Three human capital and capacity challenges potentially impedes the growth of e-commerce in 
Indonesia: perceptions, culture and skills.  A study based on a survey of over 600 respondents (Rofiq 
2012) found that Indonesian e-commerce customers’ are highly influenced by perceptions of cyber 
fraud. Specifically, customers who have experienced cyber fraud incidents are less likely to engage in 
online purchases. Ensuring therefore that customers have positive experiences and perceptions 
toward cyber fraud are crucial for building overall confidence in e-commerce transactions. The same 
study also identified that in addition to promoting a positive experience, it is also important to 
educate customers on how systems security works and appropriate behaviours when completing 
online transactions as well as the importance of increasing support for governments and other 
relevant agencies in developing a safe e-commerce environment.  

The second challenge to e-commerce growth is the low level of urgency regarding cyber security. 
Indonesian ‘culture’ is often cited as the primary threat to the cyber security discourse, especially 
with regards to the issues of integrity and confidentiality of information, making citizens the most 
vulnerable element. Awareness of cyber security threats and digital literacy education should thus be 
a priority in the development of the cyber security culture of Indonesian business and community.  
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A shortage of skilled workers is the third challenge. Austrade’s ASEAN Market Insights (2019) reports 
that Indonesia faces a critical shortage of cyber security professionals. According to the Indonesian 
government, the digital industry needs to skill-up 600,000 workers a year to support business IT 
functions. However, the current Indonesian training system has weak linkages between government, 
industry, and education providers. Further, with the growing interest in this area, employers are 
expressing strong support for deeper collaboration between government, industry, and education 
providers to strengthen the fledgling training system.  

Indonesia’s President Joko Widodo has made human capital development a major priority for the next 
five years.  The president has outlined under his agenda, the importance of creating work-ready 
graduates, and strengthening the training links between industry and education.  Critical to graduates 
employability and industry linkages is developing curriculum based on international standards.  
Education and training systems need to adopt curricula that conform to global standards and produce 
graduates with skills and competencies that match the needs of employers and industry.  Adopting (?) 
global standards based on schemes such as cyber security education (e.g. CSEC2017 - Cyber Security 
Education Curriculum) and including it in the job descriptions and roles (e.g. NICE 2.0) must be 
followed to address the need of knowledge and skills for the cyber security workforce. However, 
navigating through all these schemes has not been easy. Hudnal (2019) mapped the CSEC, CAE-CD, 
and NICE 2.0 schemes and argued that converging these in the creation of a Cyber Security Body of 
Knowledge would reduce the existing duplication of contents and deliver an integrated cyber security 
framework – an effort that is currently being undertaken by ICT professional associations, such as the 
Australia Computer Society (ACS).  

Development like this should be closely monitored and, when relevant, adopted to benefit 
programme development in Indonesia’s training and education, thus ensuring relevancy and up-to-
date cyber security curricula and training modules.  

Cyber security policies and regulations 

Although Indonesia’s cyber security policies and regulations have existed for many years, Rizal and 
Yani’s (2016) study of cyber security in Indonesia provides a picture of a complex governance system, 
multi-sectorally structured, comprised of many players, and lacking coordination. Governments, 
universities and ICT communities, and the private sector (e.g. banking and oil companies) have all 
played various roles in the implementation of cyber security initiatives, but the major ministries that 
have direct cyber security responsibilities include the Minister of Communication and IT (Kominfo), 
Minister of Defence, and National Cyber and Encryption Unit – Badan Siber dan Sandi Negara (BSSN), 
which provides a direct report to the President. Having a coordinated approach in the development of 
relevant ICT policies and regulations is critical in such an environment. 

In the e-commerce and online sector, policy and regulatory responsibilities also extend to the Ministry 
of Cooperatives and Small and Medium-sized Enterprises, Ministry of Trade (Kemendag), and Ministry 
of Industry (Kemenperin). Accordingly, inter-institutional coordination is desperately needed to 
ensure an optimal cyber defence for the country as well as the growth of effective online business 
activities. 

Digital infrastructure 

Poor digital infrastructure has been recognised as a major impediment to e-commerce in Indonesia. 
McKinsey (2016) predicted that the data traffic would increase six-fold in 2020, although Indonesia’s 
IT spending lags behind that of many of its peer countries. In e-commerce, a major obstacle that 
inhibits the progress of e-commerce is network infrastructure (internet is cheap, but the quality is 
poor). In 2019, however, the Indonesian president vowed to improve support to help realise the 
digital economy through digitalisation of various processes, including electronic payment systems. 
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This indicates that significant investments might be made in ICT-related infrastructure in the next 
couple of years.  

The digital divide is another issue relevant to Indonesia’s e-commerce. While there has been rapid 
advancement of internet use in urban areas, the country’s internet penetration remains low – around 
25–35 per cent – which is one of the lowest rates in South East Asia. Moreover, the internet in 
Indonesia is characterised by low speed and limited coverage of electronic systems (Azali, K, 2017). In 
addition to the level of access, geography, gender, education, socio-economic status, and age are 
other factors contributing to Indonesia’s digital divide. According to a recent polling study conducted 
by the Indonesian Internet Providers Association, the highest numbers of internet users are 
concentrated in Java (55 per cent) and Sumatra (21 per cent). Recent government policies and 
investments aimed at boosting internet penetration – especially geographical reach, speed, and 
quality access – in eastern Indonesia is beginning to address the issue (Oxford Business Group 2019). 

Global/international environment 

E-commerce extends beyond the boundaries of a single country, as cross-border trade transactions 
dominate the business activities. To facilitate this, the harmonisation of data, use of global standards, 
harmonisation of customs regulations, and various trade agreements need to be in place. Indonesia, 
as part of ASEAN and APEC, has been involved in the various standards and interoperability cross-
border data flow and exchange agreements (e.g. Memorandum of Understanding of the ASEAN), but 
it needs to play an even larger role.  

Figure 3 Indonesia-Australia Cyber cooperation framework  

In 2018, Indonesia entered an MOU with 
Australia on cyber cooperation to promote 
partnerships and provide a framework of 
cooperation on cyber issues (2018). Figure 2 
provides a summary of this framework which 
covers the area of information sharing, capacity 
building and strengthening connection, digital 
economy, and cybercrime. Furthermore, 
Bilateral agreements, such as IA-CEPA 
(Indonesia–Australia Comprehensive Economic 
Partnership), should become a catalyst for cross-
border e-commerce and trade facilitation. 

Conclusion 

A stronger and more robust Indonesian digital economy could be achieved through the creation of a 
safer and trusted e-commerce environment. Two initiatives that need to be implemented urgently 
and more effectively are (i) increasing citizens’ cyber security awareness and (ii) addressing the 
shortage of cyber security professionals. While the former involves ensuring the right culture and 
attitude toward the digital economy, the latter also relates to recognising and opening the talent pool 
(e.g. recruiting and encouraging women into the industry).  

Indonesia’s policies and regulations will need some strengthening. As Chairil (2019) pointed out, these 
regulations are currently limited to electronic transactions only and do not cover issues relevant to e-
commerce governance nor the government’s roles in the cyber security system. Hence, it is important 
to fast-track the development of these laws and regulations. 
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Finally, having a reliable digital infrastructure, including options for digital payments (other than credit 
cards) and inclusive digital access, is necessary to ensure a sustainable and effective digital economy 
in Indonesia. 
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Advancing An International Cyber Duty Of Care For Cyber Weapons 
 

By Jonathan Lim and Ej Wise, EJ Wise Lawyers, Melbourne, Australia. 
 
Introduction 
The formation of a cyber duty of care vis-à-vis state and non-state actors, addressing instances of 
negligent or reckless practice - contributing to the widespread release of cyberweapons into the wider 
cyberspace environment and their ensuing devastation of modern digital infrastructure – must be 
entrenched into international law. 
 
The creation and mass proliferation of cyberweapons by state actors has given rise to an increasingly 
precarious international cyber-threat environment - one where the reckless use and misplacement of 
cyberweapons by states, and their theft by hostile actors, presents a severe and collective threat to the 
national critical infrastructure of nation states and the wider cyberspace ecosystem. 
 
The codification of a cyber duty of care concerning cyberweapons demands the coordinated effort of 
multilateral institutions, weapons manufactures, and end-users of such weapons – to avert the possibility 
of a cyber arms race, reduce the likelihood of conflict in cyberspace, and safeguard the developing right 
to internet access. i  
 
Background 
The commentary to Rule 103 of the Tallinn Manual 2.0 defines cyber weapons as “cyber means of 
warfare that are used,  designed,  or  intended  to  be  used  to  cause  injury  to,  or  death  of,  persons  
or damage to, or destruction of, objects, that is, that result in the consequences required for qualification 
of a cyber operation as an attack.” ii iii 
 
The types of cyberweapons of concerned involve those specifically designed, used and sold by 
governments and private companies - able to penetrate networks and systems, even isolated and 
protected systems, to autonomously inflict the greatest amount of harm on the target. iv This 
circumstance has been advanced as the result of the increasing degree of geopolitical competition over 
cyberspace – with states adopting an increasingly aggressive stance of conducting offensive 
cyberattacks to achieve strategic and tactical objectives. v This is predicated on the significant benefits 
wrought by cyberweapons for its users - with cyber weapons being cheap and widely available, acting 
as a force multiplier for militarily inferior nations, and lending its user an air of plausible deniability. vi  
 
Indeed, the use of cyberweapons by rogue states, such as North Korea, has allowed them to garner 
significant economic resources and influence global affairs. vii viii Similarly, the developing cross-
proliferation of cyberweapons into the hands of cyber criminals has substantially multiplied the hazards 
of the cyber threat landscape – with cyberweapons sold for up to USD$50 million on the dark web. ix 
 
The significant destructive potential of cyberweapons has given rise to calls by international 
commentators to classify them as a Weapon of Mass Destruction - given the potentially indiscriminate 
nature of such weapons, its ability to permanently damage critical infrastructure and other key assets of 
society, and its likelihood to cause mass injury and death rivalling the toll of a nuclear, chemical or 
biological weapon. x xi 
 
While this existing environment has prompted a growing number of cybersecurity experts contend that 
companies that write computer software should be held liable for damages caused by exploits since 
defects in their software created the opportunities for those exploits.xii However, substantial legal 
uncertainties surround efforts to establish this liability regime.  

 
Context 
While current international efforts have failed to produce an enforceable codification of any type of 
norm concerning cyberweapons, there have been several notable forays into this internationally - 
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including efforts within the creation of the Tallinn Manual 2.0, those made by the United Nations (UN), 
and supplementary multilateral forums.  
 
The Tallinn Manual represents an influential academic resource in understanding the current application 
of western international law norms to cybersecurity challenges. The manual was predicated by an 
alleged Russian-backed cyberattack on Estonian government institutions and state infrastructure in 
2007. xiii The manual is the product of a group of international scholars convened by the NATO 
Cooperative Cyber Defence Centre of Excellence in Tallinn, Estonia between 2009 and 2012. The first 
2013 manual focused on crafting international customary practice surrounding severe cyber operations 
that violate the prohibition on the use of force, or entitle states to self-defence, in international relations. 
xiv 
 
Consequently, Tallinn Manual 2.0 xv in 2017 served as a revision, as a non-binding comprehensive 
guide for policy advisors and legal experts on how existing international law applies to cyber operations 
– centred on the common cyber incidents that states encounter on a day-today basis which fall below 
the thresholds of the use of force. Herein, Rule 14 of the Manual covers intentionally wrongful cyber 
acts, outlining that a state bears international responsibility for a cyber-related act that is attributable to 
the State and that constitutes a breach of an international legal obligation.  
 
Secondly, the UN has undertaken several measures via its subsidiary bodies in regulating the use of 
cyberweapons. Firstly, the UN Group of Governmental Experts on Developments in the Field of 
Information and Telecommunications in the Context of International Security produced several reports 
in 2010, 2013 and 2015 on a global framework for cyber-stability. This in turn precipitated the UN 
General Assembly’s unanimous adoption of Resolution 70/237 in 2015 – in which it called upon 
Member States to be guided in their use of ICTs by the 2015 GGE report.xvi 
  
UN Secretary-General António Guterres has also prioritised the promotion of a peaceful ICT-
environment, in launching his Agenda for Disarmament in May 2018.

xviii

xvii In outlining that ”malicious 
acts in cyberspace are contributing to diminishing trust among States” - Guterres included two action 
points on cyber in the implementation plan of the Agenda for Disarmament – focused on contributing 
to the prevention and peaceful settlement of conflict stemming from malicious activity in cyberspace, 
and in fostering a culture of accountability and adherence to emerging norms, rules and principles on 
responsible behaviour in cyberspace. This was further observed through the UN Secretary-General's 
submission on Resolution 73/27  and Resolution 73/266, xix which concluded on 15 May 2019. The 
contents of such submissions will be included in the 2019 annual report of the Secretary-General on 
Developments in the field of information and telecommunications in the context of international 
security. 

 
Finally, the international community has also undertaken efforts, independent of the UN, in addressing 
the dangers posed by cyberweapons. This was illustrated during the November 2018 Paris Peace 
Forum,xx where 51 member states signed the Paris Call for Trust and Security in Cyberspace (’Digital 
Geneva Convention’). xxi The agreement represents the most recent coordinated effort by the 
international community to agree on a set of international rules for cyberspace. However, with 
Australia, US, UK, Russia, China, Iran, Israel and North Korea refusing to participate - the absence of 
leading cyberspace actors under the pact indicates that additional efforts must be made in promoting 
transparency and confidence building measures. Consequently, further talks on cyberweapons are 
anticipated during the upcoming Paris Peace Forum in November 2019. xxii 
 
Australia’s Offensive Cyber Capabilities 
Where the Tallinn Manual and its contentions on cyberwarfare has been linked to the NATO doctrine 
on information operations, the content and substance of the Manual continues to be pertinent to 
Australia’s military offensive cyber capabilities and its conduct within the area of cyber warfare. xxiii 
 
In April 2016, then-Prime Minister Malcolm Turnbull made the first public disclosure of Australia’s 
capability for offensive cyber military operations. Herein, Turnbull emphasized Australia’s compliance 
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under international law in emphasizing that ‘The use of such a capability is subject to stringent legal 
oversight and is consistent with our support for the international rules-based order and our obligations 
under international law.’ xxiv 
 
Consequently, it has been advanced that users of Australia’s cyber operations capability take 
compliance with both domestic and international law extremely seriously – having adhered to a set of 
core principles which appear closely aligned with the Rules of the Tallinn Manual and Just War Theory 
in its use: xxv 

1. Necessity – In adhering to Rule No.26 (Necessity) in ensuring that an operation is 
necessary to accomplish a legitimate military or law enforcement purpose; 

2. Specificity – Concerning Rule 111 (Indiscriminate attacks) in ensuring that an 
operation is not indiscriminate in who and what it targets; 

3. Proportionality – Concerning Rule 72 (Necessity and proportionality) in ensuring 
the operation is proportionate to the advantage gained; and 

4. Harm - Concerning Rule 72 (Necessity and proportionality) in considering whether 
an act causes greater harm than is required to achieve a legitimate military objective. 

 
Consequently, Australia’s offensive cyber operations are further subject to the Australian Signals 
Directorate’s existing legislative and oversight framework - including independent oversight by the 
Inspector-General of Intelligence and Security. This presents a complex system of checks and balances on 
the use of such capabilities by the Australian Defence Force (ADF), one which is increasingly being called into 
question given its potential policy hinderance for the ADF in bridging the gap between strategic intent and 
operational and tactical applications.  xxviixxvi  
 
Case Examples 
Where former commander of the US Strategic Command James Ellis notes that the current strategic 
thinking on cyber conflicts is “like the Rio Grande [River], a mile wide and an inch deep” - xxviii this 
encapsulates the severe lack of hindsight demonstrated by cyberweapon manufacturers and sellers. 
 
The most prominent example of a cyberweapon having been stolen, repurposed, and used to devastating 
effect was evident during the infiltration and theft of 300 GB of data - containing numerous top-secret 
cyberweapons - from the US National Security Agency (NSA) by the hacking group the “Shadow 
Brokers” in April 2016. xxix This was followed by the Shadow Brokers auctioning off the cyberweapons 
on the dark web, selling NSA acquired hacking tools to an undisclosed number of buyers for between 
$680,000 to $580 million. xxx 
 
In the aftermath of the NSA Hack, their cyberweapons have been repurposed and used by cyber 
criminals and state actors on numerous occasions. This was observed during the global WannaCry 
ransomware attack on May 2017, where hackers used a modified version of NSA’s stolen worm-like 
EternalBlue SMB exploit in an attack affecting over 200,000 victims across 150 countries – impacting 
computers in healthcare across the UK, USA and Australia. xxxiiThis was further reflected during the 
July 2017 NotPetya ransomware incident, which also used the NSW EternalBlue SMB exploit, resulted 
in over USD$10 billion in damages across numerous transnational companies 

xxxiii xxxiv

xxxi 

– including Merck, 
FedEx, Saint-Gobain and Maersk.   
 
NSA tools from the Shadow Brokers group were also connected to a series of attacks conducted by the 
Chinese hacking group APT3 between 2016 to 2017, where Chinese hackers used tweaked versions of 
“Eternal Synergy” and “Double Pulsar” in their attacks on US allies. xxxvi

xxxvii

xxxviii

xxxv  NSA cyberweapons also 
subsequently appeared during a cyberattack on the US city of Baltimore on 7 May 2019, where 10,000 
government email accounts were targeted by a ransomware attack utilising the NSA malware tool 
EternalBlue – disrupting real estate sales, water bills, health alerts and other essential services.  

 



 

79 
 

 
Further, the public release of the Vault: CIA Hacking Tools by Wikileaks on 7 March 2017 resulted in 
the reckless disclosure and dissemination of the source code for numerous hacking tools used by the 
agency. xxxix The reconstruction, retooling, and manipulation of the source code for these tools by 
researchers has enabled the creation of specialist cyber-espionage weapons, xl and spurred continuing 
public and industry concerns over a looming wave of criminal cyber innovation and offensive cyber 
operations by adversarial state actors. xli 
 
Israel represents one nation active in the development and sale of cyberweapons, and whose 
increasingly lax proliferation of cyberweapons presents an elevated threat to cyberspace. This was 
highlighted on 22 August 2019, when the Israeli Ministry of Defense reported its retrospective easing 
on export rules on offensive cyber weapons starting in 2018.  The "marketing-licence exemption" 
permits companies to obtain exemptions on marketing licences for the sale of some products to specific 
countries - resulting in a speedier approval process for the sale of cyber weapons internationally. xlii 

 
Analysis 
The formation of a cyber duty of care for the manufacturers, sellers and end users of cyber weapons is 
important in precluding their theft and release into cyberspace and serves several purposes pertinent to 
the minimisation of public harm and the maintenance of international security.  
 
Firstly, it holds the manufacturers of cyber weapons and responsible state actors accountable for the 
damages caused by their cyberweapons - thereby compelling a thorough consideration of the principles 
of proportionality under Just War Theory by any subsequent state-actor seeking the development and 
sale of such cyberweapons within the wider cyber ecosystem. 
 
Secondly, it regulates the production and spread of cyber weapons – limiting the destructive capability 
of such weapons between state actors, and preventing such items from falling into the hands of non-
state actors and terrorist groups. One example may be drawn from the results of the 1987 Intermediate-
Range Nuclear Forces Treaty, which helped to regulate the volume of nuclear-capable weaponry in 
circulation and prevent an arms race between the between the US and Soviet Union. xliii 
 
Finally, the establishment of an international cyber duty of care promotes the maintenance of peace, 
security, and stability in the international system. Establishing such a duty within international law 
simplifies the formation of a dispute resolution system, clarifies responsibility in incidents involving 
cyberweapons, minimises the potential for civilian casualties, and precludes the escalation of conflicts.  
 
International law is made largely on a decentralised basis by the actions of the 192 States which make 
up the international community. Article 38 of the ICJ Statute identifies five sources – including treaties 
between states, customary international law, general principles of law recognised by civilized nations, 
and judicial decision and writings of “the most highly qualified publicists.” xliv  
 
The basis for establishing a cyber duty of care for cyberweapons may thus be pursued via the collective 
efforts of assorted international organisations, and the extension of existing responsibilities under a 
state’s domestic laws – in the fostering of an opinio juris on the proliferation and use of cyberweapons. 
From this, the formation of a cyber arms control treaty represents a gateway to the eventual formation 
of a broader cyber duty of care concerning rogue cyberweapons. xlv 
 
Indeed, precedent may be drawn from influential ICJ cases, among which includes the 1986 case 
Nicaragua v. US – which provided clarification on what constitutes an “armed attack”, and held that 
“between independent states, respect for territorial sovereignty is an essential foundation of 
international relations.” Henceforth, it may be established that hostile cyber operations directed against 
cyber infrastructure located on another state’s territory constitute, inter alia, a violation of that state’s 
sovereignty. xlvi 
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Conversely, the international community and the UN may simultaneously address the regulation of 
cyberweapons from the perspective of human rights. This may involve Article 17 of the International 
Covenant on Civil and Political Rights xlvii

xlviii

 - directly appealing to the Special Rapporteur on the right to 
privacy to examine, monitor, advise, and publicly report on the adverse impact of cyber weapons on an 
individual’s right to internet access.  This may further elicit the issuance of a General Comment by 
the Human Rights Committee on the Article 17 and its connection to the adverse impacts of cyber 
weapons. xlix 
 
Simultaneously, the international community may build upon the concept of the right to internet access 
in restricting the production and use of cyberweapons by state actors. In June 2016, the UN Human 
Rights Council passed a non-binding resolution which emphasized the importance of internet access for 
the fulfillment of human rights under Article 19 of the Universal Declaration of Human Rights. l The 
resolution called for states to adopt measures towards universal access to the internet, and specified that 
heavy restrictions on access to the internet should be interpreted as a violation of human rights. li Such 
multilateral efforts by the UN may also form the basis for the future formation of an optional protocol 
to the International Covenant on Civil and Political Rights. lii  
 
Recommendations 
Accordingly, the consensus, formation, and enforcement of a cyberweapons cyber duty of care by state-
actors and NGOs throughout the international community – either in international customary practice 
of as a codified set of laws - must consider the following factors in attaining feasibility. 
 
Firstly, the international community must determine enforcement measures and penalties concerning 
the production, sale and use of non-kinetic weaponry. For example, the imposition of an order to 
remediate every affected citizen/nation/business by the international community in the aftermath of a 
cyber incident would have a high prohibitive value. 
 
Secondly, the creation of international customary law drawn from existing functional legal frameworks. 
This may be premised on the repurposing of US laws under the EAR and ITAR to form the basis for 
an opinio juris concerning the duty of care in relation to cyberweapons. liii 

 
Thirdly, establishing an agreed means of accepted attribution, or the assumption of attribution, in 
relation to the implicated cyberweapon. The increased speed at which targeted states’ push the 
attribution of, and indictments for, cyberattacks over the past several years highlights the persisting 
importance of sending a public message to the attackers, while also promoting accountability and 
transparency in the international order. liv 

 
Fourthly, agreements over what constitutes both permitted and prohibited cyberweapons. This may 
encompass cyberweapons whose use would, by definition, produce superfluous injury or unnecessary 
suffering upon the intended target. Such requires specifying the nature and effect of these banned 
cyberweapons, crafting a consensus among state actors, and enshrining this common classification into 
international law.lv lvi 
 
Matters for future discussion 
Firstly, unlike the use of chemical and nuclear weapons, part of the nature of cyber weaponry is its 
secrecy.  Forming a register of cyber weapons in order to restrict, limit, or reduce their use is counter to 
the stealth nature of the weapon.  There has been discussion already that the use of a cyber weapon is 
often delayed owing in part to the huge investment in its creation and that once deployed it is able to be 
examined and a great deal learned about the actor who produced it, their general capability, 
sophistication and can make future detection and attribution easier. 

 
“While some overt offensive cyber use adds to deterrence, at the same time it creates a sort of cyber 
weapons paradox between overt cyber deterrence and covert cyber usefulness because any overt use 
can render the weapon useless. The paradox also exists because of the nature of cyber weapons 
themselves.”lvii 
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Secondly, ASPI experts argue that the scale and seriousness of [cyberattack] incidents should be based 
upon measuring the ultimate consequences of an incident and the economic and flow-on effects.lviii  
Amongst their recommendations are limitations on collateral damage (that cyber weapons should be 
targeted: already a requirement in the conduct of armed conflict); increased state transparency; and 
improved accounting of the damage which has occurred. The practical implementation of such 
recommendations is for future discussion. 
 
Conclusion 
The terms of state-vs-state conflict under international law have been limited by a variety of 
international agreements, state practice and international norms. It is incumbent upon each-and-every 
state-actor capable of manufacturing, hosting or trading in cyber weapons to collectively agree on those 
cyberweapons whose use is simply unacceptable due to their unknowable or profound effects. The 
utility of the recommendations proposed in this document to the international order and cyberspace is 
multifold.  
 
Firstly, the acceptance of these recommendations signals a positive movement towards accepted state 
practice, and an assured level of cyber-safety for citizens and public organisations around the globe.  
 
Secondly, such recommendations will address the increase in cyber incidents – including the threat of 
cybercrime, increased blurring of the lines between cyber-crime/espionage/conflict, and will scale the 
difficulties in distinguishing between state and non-state actors. Adding to this will be increasing service 
and delivery interruptions to citizens, and obfuscation of what individuals believe they ‘see’ on the 
news, ‘hear’ on their phones, and ‘experience’.  
 
Third, based upon the historical development kinetic warfare treaties, international law and 
jurisprudence – achieving a tangible agreement between nation states on recommendation No.1 
(enforcement measures and penalties) and recommendation No.2 (agreed prohibited cyber weapons) 
represents a definitive trend within international relations over the next decade. 
 
Fourth, the Australian government is in a unique position to spearhead these initiatives – as a developed 
nation, a member of the Five-Eyes Community, and a state with an established offensive cyber 
capability. With the increasing reliance of Australians upon IoT devices, the Government must seize 
the initiative to contribute to the 2019 Paris Peace Accord, and the continued efforts of the UN and 
ICRC, in highlighting the broad threat posed by cyberweapons. 
 
It is inevitable that certain state actors (i.e. North Korea, Russia, China, Iran) will continue to hinder 
and circumvent the development of an international duty of care concerning cyber weapons for the 
foreseeable future. This is understandable given the continuing gap in capability between such countries 
versus countries which possess advanced capabilities in cyber operations (i.e. the US), and the cost-
effective nature of non-kinetic cyber operations versus kinetic attacks. lixHowever, such attempts to 
hinder the codification of restrictions on cyber weapons into international law does not preclude its 
adoption into international customary practice. lx 
 
Regardless, the continued absence of international norms surrounding the development of offensive 
cyber capabilities and weaponry will enable states to utilize such capabilities without any mindfulness 
to international law and norms. In this context, and in promoting multilateral transparency and 
confidence building measures, it is imperative that the international community collectively approaches 
the issue of cyber weapons with the utmost transparency – to ensure that there is a clear and open 
conversation around the use and consequences of offensive cyber capabilities. lxi 
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